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I'm So Happy (for Your Loss): Consumer Schadenfreude Increases Choice Satisfaction

Dmytro Moisieiev, Cranfield University, UK*
Radu Dimitriu, Cranfield University, UK
Shailendra P. Jain, University of Washington

We examine the effect of schadenfreude, or pleasure over misfortune of another, on consumers’
satisfaction with choices they have made. We posit that consumers may take their positive
feelings from schadenfreude over another’s unrelated bad purchase as positive information about
their own choices. In three experiments, we show that feeling schadenfreude over another’s bad
purchase makes consumers more satisfied with their own choices (Study 1), regardless of
whether the other’s bad purchase is in the same or different product category (Study 2), but only
as long as consumers are not aware of such misattribution (Study 3).

Emotional Intensity Creates Increased Desire for Closeness

Gizem Ceylan-Hopper, University of Southern California, USA*
Stephanie Tully, University of Southern California, USA
Debbie Maclnnis, University of Southern California, USA

Using an evolutionary theory of emotions, we predict that intense emotions evoke a desire to be
close to others, thus prompting behaviors that nurture close relationships. We test this prediction
in a longitudinal field study that linked the intensity of consumers’ emotions from the 2016
United States presidential election and subsequent spending on others during the subsequent
Black Friday weekend. We find that voters of major candidates (compared to non-voters or
voters of third party candidates) experienced more intense emotions (though of differing valence)
following the election, and they spent more money on others (but not more money on
themselves) during the subsequent Black Friday weekend. The results suggest that additional
work on the effect of emotional intensity on consumer behavior is warranted.

Perspective Taking and Self-Persuasion: Why “Putting Yourself in Their Shoes” Reduces
Openness to Attitude Change

Rhia Catapano, Stanford University, USA*
Zakary Tormala, Stanford University, USA
Derek Rucker, Northwestern University, USA

We find that when people take the perspective of others who endorse a counterattitudinal view,
they become less receptive to that view and show reduced attitude change following a
counterattitudinal argument generation task. This effect is mediated by value-congruence:
Individuals who take the opposition’s perspective generate arguments that are less congruent
with their own values, which undermines receptiveness and attitude change. This backfire effect



is attenuated when people take the perspective of someone who holds the counterattitudinal view
yet has similar overall values.

Finding Happiness in Meaning: Where, When, and for Whom Happiness and Meaning
Converge

Rhia Catapano, Stanford University, USA*

Jordi Quoidbach, ESADE Business School, Spain

Cassie Mogilner, University of California Los Angeles, USA
Jennifer Aaker, Stanford University, USA

We assessed the correlation between meaning and happiness for over 800,000 individuals across
151 countries to determine where, when, and for whom these desired aspects of human existence
converge or diverge. Overall and across countries, meaning and happiness are positively related;
however, the degree of convergence varies by age, income, and education level. The greatest
convergence is exhibited among people who are old, poor, and uneducated. These results suggest
that it is in circumstances when extrinsic sources of happiness are scarce that people derive more
happiness from an intrinsic sense of purpose and meaning.

Self-Construal and Anticipated Personal Happiness in Charitable Donations of Time
versus Money

Rhiannon MacDonnell, University of Lethbridge, Canada
Bonnie Simpson, Western University, Canada*

Across three studies, we find that independents (individuals who view the self as more separate
from others) and interdependents (those who view the self as interconnected with others)
differentially respond to charitable donation requests of time versus money. Independents (but
not interdependents) prefer to donate money when the target’s affect in an appeal was sad, and
time when the target’s affect was happy; interdependents did not differ. The effect for
independents only is mediated by whether contributing will lead to personal happiness. The
theoretical and practical implications will be discussed.

Interpersonal Emotion Regulation: Consequences for Brands in Customer Service
Interactions

Nur Onuklu, Temple University, USA*
Crystal Reeck, Temple University, USA

Interpersonal emotion regulation - purposeful attempts to manage others’ feelings - is one of the
important aspects of social life. Whereas previous research on interpersonal emotion regulation
has often focused on employee outcomes, the present research investigates how interpersonal
emotion regulation alters consumer perceptions of brands and service interactions. In our first
experiment, we found that antecedent-focused strategies produced more positive perceptions of a
service interaction, as well as enhanced brand loyalty. These findings support the process theory
of interpersonal emotion regulation and generate important insights for both theory and practice.



I Am So Proud of You! The Effect of Vicarious Pride on Preferences for Self-Improvement
Product

Na Ri Yoon, Indiana University, USA*
H. Shanker Krishnan, Indiana University, USA

Extant literature on pride has generally conceptualized pride as emanating from one’s own
achievement. The current research suggests that pride from another person’s achievement can
also result in interesting behavioral responses in a consumption context. In specific, we propose
that vicarious pride — feeling pride from another person’s achievement — will increase
consumers’ desire to improve themselves and thereby increase their preference for products
which have self-improvement features. Further, because experiencing vicarious pride involves
others, the underlying mechanism is postulated to be consumers’ need to belong. We expect that
self-theory and domain-relevance are important moderators of this effect. *The first author is a
PhD student.

The Merits of Happy Consumption: Positive Affect and Psychological Ownership

Carina Thiirridl, Wirtschafts University, Austria*
Bernadette Kamleitner, Wirtschafts University, Austria
Ruta Ruzeviciute, Wirtschafts University, Austria
Sophie Siissenbach, Wirtschafts University, Austria
Stephan Dickert, Queen Mary University of London, UK

The feelings consumers experience during consumption can have powerful effects, but can they
also influence how possessive one feels towards products? In this paper, we examine whether the
positive affect experienced during product consumption can instill a sense of ownership for the
consumed product, subsequently leading to intended repeat consumption. Across multiple
correlational and experimental studies with a total of 6 product categories, 2 brand types,
imagined and real consumption, we consistently find that positive affect elicits PO for the
consumed brand, which, in turn, predicts intended repeat consumption.

Smiling vs. A Smiley Face Emoji: The Effect of Emojis on Perceived Emotional Arousal of
Online Consumer Reviews

Grace Yu, University of Utah, USA*
Arul Mishra, University of Utah, USA
Himanshu Mishra, University of Utah, USA

Based on the literature about emotional contagion and how people process emotions through
pictures, words, and facial expressions, we propose that consumers perceive a higher level of
emotional arousal from word-plus-emoji reviews than from word-only consumer reviews. The
difference between the levels of emotional arousal from the two types of reviews is greater when
the valence of the review is positive. We conducted three studies to provide evidence about the



research propositions. We also conducted one study to explore whether construal level theory
can be used as the alternative account of the effect of emojis on the emotional arousal.

Revealing and Erasing Consumers' Preferences for Affectively-Charged Attributes

Alexander DePaoli, Northeastern University, USA*
Itamar Simonson, Stanford University, USA

When making a purchase, consumers must weight and evaluate the features of products, and the
questions with which preferences are elicited (the response modes) can influence what features
consumers appear to prefer. We find that consumers greatly value affectively-charged features
(which appeal to ethical, identity-based, or emotional considerations) in comparison-based
response modes (such as choice or strength-of-preference tasks), but do not value them in
calculation-based response modes (such as willingness-to-pay, willingness-to-buy, or rating
tasks). We argue that this pattern is a function of such features being useful for comparisons but
difficult to assimilate into calculations.

Induction of Construal-Level Mindset via Experience of Surprise and the Follow-up Effect
on Consumer Evaluations and Judgments

Atul Kulkarni, University of Missouri-KC, USA*
Joélle Vanhamme, EDHEC Business School, France

We find that an experience of surprise may induce a construal-level mindset, such that a positive
surprise may lead to an abstract mindset whereas a negative surprise may lead to a concrete
mindset. Consequently, the induced mindset may influence evaluations and judgments of
subsequently presented stimuli in the same fashion as abstract/concrete processing of the stimuli
would do. Results from three studies show that when primed with positive (negative) surprise,
participants evaluated promotionally (preventionally) framed ad messages more favorably and
leaned toward desirability (feasibility) laden shopping options.

Risky Business: The Risk-Reward Trade-off is different for Nonprofits

Rachel Gershon, Washington University, USA*
Cynthia Cryder, Washington University, USA

Though experts argue that risk taking is crucial for innovation, little research examines consumer
responses to organizational risk taking. This project finds that consumers judge risk taking by
nonprofit organizations less favorably than identical risk taking by for-profit organizations. Our
studies find that consumers penalize a nonprofit that chooses a risky (but high expected value)
option over a certain (but low expected value) option, however, they do not penalize a for-profit
company that chooses the same risk. This research suggests that consumers exhibit different risk
tolerances for nonprofit versus for-profit organizations in ways that may impact investment,
donation, and consumption.



Show Me More! Powerlessness Drives Variety Seeking

Wangshuai Wang, Shanghai Jiao Tong University, China*
Raj Raghunathan, University of Texas at Austin, USA

This research investigates the impact of power on variety seeking behavior. Results from four
studies provide convergent support that feeling powerless, relative to feeling powerful, nudges
individuals toward variety seeking. Additionally, we reveal that perceived autonomy mediates
this relationship. This work contributes to the power literature by taking an intrapersonal
perspective to examine its downstream consequences. This works also contributes to the
consumer variety seeking literature by showing power as a new psychological catalyst for variety
seeking behavior.

Presence of alignable attributes enhances perceived variety

Sudipta Mukherjee, Virginia Tech, USA*
Mario Pandelaere, Virginia Tech, USA

Based on theory of alignable differences, this research predicts that presence of alignable
attributes will enhance perceived variety. Three studies involving diverse product assortments
(two different product categories, and category sizes ranging from 3 to 25) show that presence of
alignable attributes significantly enhances perceived variety. Potential mechanisms are discussed
and outlined for follow-up research.

The Effect of Volume and the Valence of Online Reviews when Choosing a Service: The
Role of Perceived Risk and Service Type

Kyu Ree Kim, Seoul National University, South Korea*
Wujin Chu, Seoul National Universtiy, South Korea

Online reviews are a great source of information when purchasing a product online. The effect of
online reviews is greater when purchasing a service product because quality cannot be judged
unless experienced. The success of online review websites such as Yelp or Trip Advisor attests
to the importance of online reviews. The effect of number of reviews (volume) and average
ratings (valence) on attitude and purchase intention were widely studied in previous literature. In
this paper, we focus on the mediating role of perceived risk and the moderating effect of service
type (i.e., hedonic or utilitarian). We show that the effect of volume and valence is mediated by
perceived risk (i.e., volume and valence reduces perceived risk of the service). Also, we show
that utilitarian products show greater indirect effect through perceived risk than hedonic
products.

Donate at Your Own Risk: The Effect of Altruism on Risky Behavior

Benjamin Borenstein, University of Miami, USA*
Caglar Irmak, University of Miami, USA



Prior research finds that altruistic acts induce feelings of happiness. The current work expands
upon the consequences of prosocial behavior, through an examination of how altruism influences
risky decision making. One pilot study and two experimental studies provide evidence that
prosociality increases risk taking propensity. Additionally, this research demonstrates how post
donation perceptions of derservingness may mediate the relationship between altruism and risk
proclivity. Lastly, consumers’ just-world beliefs are shown to moderate perceptions of
deservingness, and in turn impact risk seeking behavior. A donation recipient’s principles must
align with a consumer’s belief system, in order for risk taking to ensue.

Pain of Gain: Can Loss Aversion Over Foregone Options Drive Variety-Seeking in the
Simultaneous Multiple Choice?

Jihye Park, Hankuk University of Foreign Studies, South Korea*

This study focused on the appeal of forgone options and examined if loss aversion over foregone
options drives variety-seeking in the multiple simultaneous choice. A series of experiments
showed that consumers tended to make choices from the remaining options to reduce feelings of
loss over forgone options.

Bigger or Better? Resource Scarcity Shapes the Preference for Quality Versus Quantity

Andrew Long, University of Colorado, USA*
Lawrence Williams, University of Colorado, USA

Consumers often decide whether to get a bigger bang for their buck or better bang for their buck
— trading off between the quantity versus quality of goods. We show that preferences for quality
and quantity are affected by consumers’ financial resource perceptions. When feeling financially
constrained, consumers tend to prefer options that offer more quantity rather than more quality,
even when costs are equated. These preferences have implications for both consumer well-being
(e.g. obesity) and marketing strategy (e.g. brand loyalty).

Effect of Asymmetric vs. Symmetric Control on Consumer Satisfaction with Product
Categorization

Arezou Ghiassaleh, University of Lausanne, Switzerland*
Bruno Kocher, University of Lausanne, Switzerland

Asymmetric control is an interpersonal construct involving control over other individuals
whereas symmetric control is an intrapersonal construct that concerns the ability to control the
environment. Although these two constructs share common foundations, there has been no
research directly comparing their effects on consumer behavior. We examine the moderating role
of asymmetric and symmetric control on consumer preference for product categorization. We
show that categorization facilitates the choice process for consumers with high asymmetric
control by increasing the confidence in choosing and for consumers with low asymmetric control
by increasing the perceived helpfulness of the information.



Helpful Mental Shortcuts or a Shortcut to Bias? Two Perspectives on Heuristics and One
New Direction for Consumer Research

Carly Drake, University of Calgary, Canada*
Mehdi Mourali, University of Calgary, Canada

Heuristics, colloquially defined as mental shortcuts that allow individuals to solve problems and
make decisions quickly (Cherry 2016), are among the tools consumers use to navigate an
increasingly complex marketplace. In psychology, one view of heuristics argues that heuristics
may mislead and bias those who use them. Another view argues that heuristics may be more
efficient and accurate than complex computations, despite using less information. While debate
surrounding the merits of each perspective spans several decades and disciplines, in this review
paper we aim to contribute to consumer research by (a) bringing attention to one perspective’s
dominance in the field; and (b) determining how the other offers new avenues for understanding
consumer behavior.

Unmake up Your Mind: Why Some Reversible Decisions Impact Satisfaction More
Positively than Others

Dmytro Moisieiev, Cranfield University, UK*
Radu Dimitriu, Cranfield University, UK

Reversible decisions (when consumers have an option to change their choices after having made
them) are believed to decrease choice satisfaction by triggering post-choice comparisons
between chosen and non-chosen options. We posit that there are two different decision
reversibility options: being able to remake a choice (exchange the chosen option for a foregone
one) and being able to unmake a choice (cancel order or return it for a refund). The latter kind
generates fewer post-choice comparisons and increases choice satisfaction compared to the
former (Study 1), but only as long as consumers are not cognitively depleted (Study 2).

When Reasons Don't Matter: Differential Impacts of Consumer Reasoning on Post-
Decisional Satisfaction and Choice

Alexander DePaoli, Northeastern University, USA*

The current research demonstrates that deliberative pre-decisional reasoning about one's options
can simultaneously lead to lower post-decisional satisfaction of a chosen product while also
increasing commitment to that same product. This reversal is driven by the fact that the reasons
used to make the initial choice are uninformative for making subsequent ratings evaluations of
the chosen option, but are central to making subsequent comparative evaluations among multiple
options. Demonstrating this reversal emphasizes the importance of the response mode used to
assess satisfaction, and expands on past research which has argued that reasoning tends to lead to
less satistying choices.



The Discount Rounding Effect: How Numerical Discount Affects Consumer Judgment

Mengmeng Liu, The Chinese University of Hong Kong*
Ruomeng Wu, University of Cincinnati

In two studies, we show that consumers perceive greater product value when they receive 19%
off (vs. 21% off) discount. We demonstrate that this effect is driven by greater motivation to
process numerical information when the discount can be easily rounded up, i.e., 19% off,
compared to the one that needs to be rounded down, i.e., 21% off, and further easiness of saving
calculation leads to perceived greater product value. We further manipulate saving calculation by
removing a product’s original price and find the effect only exists when the discount is provided
along with a specific price.

Are Busy Consumers More Satisfied Consumers? It Depends! The Effect of Perceived
Busyness on Satisfaction

In-Hye Kang, University of Maryland, USA*
Yuechen Wu, University of Maryland, USA*
Rosellina Ferraro, University of Maryland, USA

This research examines when and how perceived busyness influences satisfaction. We propose
and demonstrate that when the objective product performance is low, high (vs. low) perceived
busyness leads consumers to perceive that they used their time less efficiently in obtaining or
consuming the product, reducing satisfaction with the product. Conversely, when the objective
product performance is high, high (vs. low) perceived busyness increased the perception of time
usage efficiency, enhancing satisfaction with the product. We also demonstrate several
downstream consequences of the observed effects, including recommendation intention,
willingness to search, and willingness to revisit the store.

The Meaning in Itself: Autotelic Choice, Maximizing and Consumer Satisfaction
Michail Kokkoris, WU Vienna University of Economics and Business, Austria*

Does the quest for the best undermine consumer satisfaction? This research revisits this question
by arguing that it depends on consumer goals. Maximizers (vs. satisficers) experience higher
choice satisfaction when choice is a goal in itself (autotelic) as opposed to a means to achieve
other goals (instrumental). In Study 1, maximizers assigned higher importance to autotelic
experiences and life goals than satisficers. In Study 2, maximizers experienced higher choice
satisfaction when making a choice with an autotelic rather than an instrumental goal. These
findings suggest that maximizers might be better understood as consumers actively seeking self-
contained meaning in choice.

Advancing a Slack-Based Theory of the Pain of Payment

Justin Pomerance, University of Colorado, USA*
Nicholas Reinholtz, University of Colorado, USA
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In this paper, we offer a new conceptualization of the pain of payment grounded in slack theory
(Zauberman and Lynch 2005). We suggest that pain of payment is an emotional response to a
perceived decrease in financial slack. This perspective helps integrate previous findings (e.g.,
decoupling and transparency), while generating new predictions that map onto real world
behaviors which are difficult to account for under previous theoretical frameworks. Three
studies—two experiments and one analysis of secondary data—are presented in support of the
slack-based theory of the pain of payment.

Framing Effects in Tipping Behavior

Shirly Bluvstein, PhD student, Stern School of Business, New York University*
Priya Raghubir, Professor, Stern School of Business, New York University

Four studies show that framing tip options as absolute $ amounts leads to higher tipping
intentions and behavior than framing them as a % and this is particularly true for lower bill
amounts. Study 1 shows the main effect. Study 2 shows that the effect is attenuated for higher
bill amounts. Study 3 replicates the effect controlling for response scale formats. Analysis of
secondary data (n=51,825 transactions) shows that for bills ?$10, where tip options are presented
as $1-$2-$3, consumers leave a higher tip percentage compared to bills >$10 when tip options
are presented as 15%-20%-25%.

Sooner or Later: New Product Pre-announcement Timing And Shareholders’ Judgement

Sina Aghaie, University of South Carolina, USA*
Mehdi Nezami, University of Illinois at Urbana-Champaign, USA

Some firms pre-announce new products long before they are actually available on the market.
Previous research has investigated the effects of such new product pre-announcements (NPPAs)
on consumers, competitors and investors responses. This paper examines how NPPAs timing
affect investors’ evaluation of the new product and, in turn, how these evaluations influence their
preferences for investing in announcer firm. In other words, this study aim to investigate the
moderating role of NPPAs timing on NPPA-Investor response link. Our experimental study
revealed that the timing of NPPA can shift investor’s evaluation of forthcoming products. The
direction of this shift (Positive vs. Negative) depends on type of product innovation (radical vs.
incremental). For example, for “radical” new products investors will react more favorably to late
NPPA (pre-announcement and launch time are close together), whereas for “incremental” new
products firms will better off if they pre-announce early (pre-announcement and launch time are
distant). The research has important implications for managers regarding how and when to use
NPPAs to influence investor’s evaluations of the new products.

Parts in the Whole: Consumer Inference-Making Process in Product Bundling Context
Jennifer Hong, New York University, USA*

Andrea Bonezzi, New York University, USA
Tom Meyvis, New York University, USA
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Prior research has shown that when two or more items are grouped together, consumers find
them similar to (rather than different from) each other. Consistent with the finding, a product is
evaluated less favorably when it is bundled with an inferior product, due to spill-over of that
product’s negative evaluation. Our research demonstrates a novel, counterintuitive effect; that
bundling can actually reduce the negative impact of unfavorable information about a similar
product, and as a result, the product is evaluated more favorably when bundled with an inferior
product — provided that the products are substitutes.

An Extension and Refinement of Offer Framing Effects

Jongwon Park, Korea University, Korea*
Jungkeun Kim, Auckland University of Technology, New Zealand

This paper provides a refinement to the theoretical process underlying the offer framing effect
and suggests the boundary condition for the effect, in that introducing non-essential variations
(e.g., different [vs. the same] decision task or payment methods) across simultaneously repeated
rounds of choice decreases the level of variety seeking.

Seeing Death-Related Media Information Decreases Price Sensitivity

Zhonggqiang (Tak) Huang, University of Hong Kong*
Xun (Irene) Huang, Nanyang Technological University, Singapore
Yuwei Jiang, Hong Kong Polytechic University

This research examines how incidental exposure to death-related information in media affects
consumers' price sensitivity. We demonstrate that seeing death-related information in media
leads consumers to focus on intrinsic rather than extrinsic values, resulting in lower sensitivity to
prices of products and services which are generally associated with extrinsic values.

What’s Lux got to do with it: Price Image & Discounting Luxury

Karen Wallach, Emory University, USA*
Ryan Hamilton, Emory University, USA
Morgan Ward, Emory University, USA

This research presents evidence that discounting luxury goods and services can create a lower
price image for a retailer than discounting non-luxury offerings by the same amount. We
attributed these findings to consumers' perceptions of the retailer’s brand personality as being
less competent and thus inept at setting appropriate price levels. Five experiments support these
conclusions.

Grotesque Imagery Enhancing Persuasiveness of Luxury Brand Advertising

Donhwy An, Department of Arts and Cultural Management, Hongik University, Republic of
Korea*
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Chulsung Lee, Department of Policy Research at Small Enterprise and Market Service, Republic
of Korea

Janghyun Kim, Department of Business Administration, Korea Christian University, Republic of
Korea

Nara Youn, Department of Marketing, Hongik University, Republic of Korea

The current research examines consumers’ perceived fit between grotesque imagery and luxury
branding. We showed that the fit between grotesque imagery and luxury brand advertising
facilitates transportation, which in turn enriches brand experience and increases purchase
intention of the featured product.

In the World of Plastics: How Thinking Style Influences Preference for Cosmetic Surgery

Sarah Mittal, Texas State University, USA*
David H. Silvera, University of Texas at San Antonio, USA

From the top of your forehead down to your feet, the world of plastic surgery offers a variety of
“enhancement” procedures. But, what type of consumer is most likely to undergo such cosmetic
procedures? The current research examines whether individual differences in holistic and
analytic thinking affect preferences for cosmetic procedures such as breast augmentation and
penis enlargement. Across 3 studies, we find that analytical thinking increases openness to
cosmetic procedures and examine a “focusing effect” as the underlying mechanism driving
dissatisfaction with certain body parts—therefore increasing the likelihood of undergoing
procedures to alter that particular body part.

The Effects of Bariatric Surgery on Delay Discounting Modeling in Obesity

Ratnalekha Viswanadham, INSEAD, France*

Yann Cornil, University of British Columbia, Canada

Liane Schmidt, Sorbonne-Universités INSEAD Behavioral Lab, France

Christine Poitou, Institute Cardiométabolism & Nutrition, Université Pierre et Marie Curie Paris
VI, France

Pierre Chandon, INSEAD, France

Michele Chabert, Institute Cardiométabolism & Nutrition, Université Pierre et Marie Curie Paris
VI, France

We investigated in two studies whether bariatric surgery impacts patients’ self-control abilities
that may contribute to the success of this weight loss intervention beyond modifying the
digestive tract. Lean controls and bariatric surgery obese candidates perform an indifference
point task and a delay-discounting task (under functional MRI) with incentive-compatible food
and monetary rewards. Results show that pre-bariatric obese patients exhibit more discounting
behavior for food than lean controls but no difference in monetary rewards, and the discounting
behavior differences diminish six months after surgery. Results by the conference will include
mediating effects of biological markers and fMRI results.
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From mindless eating to mindful decision-making

Katrien Cooremans, Ghent University, Belgium*
Maggie Geuens, Ghent University, Belgium
Mario Pandelaere, Virginia Tech, USA

Consumers have the tendency to categorize food-related information according to a good/bad
dichotomy of healthy vs. unhealthy. This good versus bad message that we have internalized
may be contributing to the worldwide obesity prevalence. It also results in a tendency to believe
that unhealthy food is tastier. In the present study we investigate the link between mindfulness
and the unhealthy = tasty intuition. Our results indicate that a higher dispositional mindfulness
decreases dichotomous thinking and in turn leads to a lower belief that unhealthy food is tastier.
Further, we explore the possibility of increasing state mindfulness through a short exercise.

Rejecting a Moralizing Product: the Moderating Effect of Moral Identity

Rishad Habib, University of British Columbia, Canada*
Yann Cornil, University of British Columbia, Canada
Karl Aquino, University of British Columbia, Canada

Marketing often aims to appeal to consumers’ ideals, for instance when proposing a carbon
donation in the price of flight tickets, or when labeling a food product as suitable for vegetarians.
However, such marketing appeals may pressure consumers to categorize themselves depending
on whether or not they subscribe to the ideal, and can lead to product rejection. We demonstrate
across three studies that this rejection has moral underpinnings: people with a higher (versus a
lower) “moral identity” are more likely to reject a product, when they do not self-associate with
the category induced by the marketing appeal.

Open Innovation: Is It also a Good Strategy in the Eyes of Consumers?

Xuefeng Liu, Loyola University Maryland*
Eric Fang, University of Illinois at Urbana-Champaign, USA

We find that consumers use lay theories such as "two heads are better than one" to infer
reliability and technological newness of a product developed via open innovation, and
accordingly evaluate it more favorably than if it is developed via closed innovation.

Anthropomorphism Can Save the Food: The Effect of Anthropomorphism on Consumer
Evaluation of Old Produce

Hyewon Oh, University of Illinois at Urbana-Champaign, USA*
Minkyung Koo, University of Illinois at Urbana-Champaign, USA

Food waste, especially fruits and vegetables, has been a serious problem to grocery stores as well
as our society. One of the best ways to reduce food waste would be to make imperfectly looking
produce more appealing to consumers. What can grocery stores do? The present research
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examined this question and found that anthropomorphizing old but still perfectly safe and tasty
produce enhances consumer evaluation by increasing (decreasing) positive (negative) emotions
reflected by it. We also found the lay theory of aging as an important boundary condition for this
beneficial impact of anthropomorphism.

Linguistic antecedents of anthropomorphism: Cultural differences in attributing
humanlike states to non-human agents

N. Alican Mecit, HEC Paris, France*
Tina M. Lowrey, HEC Paris, France
L. J. Shrum, HEC Paris, France

Our research proposes that there are stable cultural differences in the tendency to
anthropomorphize and that these differences arise mainly from crosslinguistic differences in
grammar. We first show that native speakers of languages that do not grammatically separate
humans from non-humans, such as French and Turkish, have a higher tendency to
anthropomorphize compared to native speakers of languages that draw a line between humans
and non-humans, such as English. Holding cultural elements constant and using a learning task,
we also show that when native English speakers start using pronouns like a native French
speaker does, the former group’s tendency to anthropomorphize increases.

Perceptions of People with Disabilities in the Consumption Environment

Helen van der Sluis, Arizona State University, USA*
Adriana Samper, Arizona State University, USA
Kirk Kristofferson, Arizona State University, USA

Despite increasing advocacy for people with disabilities, little marketing research has examined
how perceptions of them might impact the consumption environment. In terms of broad
perceptions, we find that people view disabled individuals higher in moral character until they
engage in moral violations and are then viewed the same as others. Applying these effects to a
persuasion context, even when a salesperson gives them a clothing item irrelevant to their
purpose for shopping, participants report higher purchase satisfaction when the salesperson is
disabled compared with not disabled.

Beliefs About Change and Health Decision Making
Summer Hyoyeon Kim, University of Kansas, USA*

This study examined the role of beliefs about change in perceptions of disease susceptibility and
intentions to get vaccinated. Among individuals with a recent flu history, priming cyclical
beliefs, or the belief that things are in a constant flux, led to greater likelihood predictions for
exposure and contraction of the flu. However, individuals with linear beliefs, who were primed
to believe things will continue in the same direction as the status quo, indicated a greater intent to
receive a flu vaccine. Cyclical beliefs seem to activate cautionary behaviors or pessimistic biases
and linear beliefs seem to prompt action taking.
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Are Connoisseurs Less Likely to Buy? When Quality and Taste Differentiation Matters

Farnoush Reshadi, West Virginia University, USA*
Stephen He, West Virginia University, USA

This research investigates one aspect of consumer expertise, perceived knowledge, and how it
affects purchase decisions based on product reviews. We argue and demonstrate that the
influence of knowledge on purchase intentions is determined by two underlying processes:
perceived match of taste and perceived quality. Results indicate that connoisseurs tend to favor a
product more than novices because of a match of taste. This effect is strongest for products
differentiated by taste, and is attenuated for products differentiated by quality because
connoisseurs also tend to be more critical of perceived quality.

Consumer Understanding, Extremity, and Opposition to Genetically Modified Foods

Philip Fernbach, Leeds School of Business, University of Colorado, Boulder, USA
Nick Light, Leeds School of Business, University of Colorado, Boulder, USA*
Lauren Min, Leeds School of Business, University of Colorado, Boulder, USA

A common approach in attempting to sway consumers who have positions opposing those
supported by facts is to educate them. This strategy usually fails, particularly in the context of
contentious scientific issues. In this paper we show why a one-size-fits-all approach to mitigating
opposition to fact-based scientific positions is problematic by exploring the complex
psychological constructs underpinning opposition to genetically modified organisms (GMOs).
We also show that, among consumers who hold the most extreme anti-GMO views, there is a
significant discrepancy between objective and perceived understanding of scientific facts related
to genetic modification.

The Effect of Socioeconomic Status on Prosocial Behavior

John Bullock *PhD Student, Indiana University, USA*
Adam Duhachek, Indiana University, USA
Vishal Singh, New York University, USA

The present research challenges recent psychological research that posits that higher
socioeconomic status (SES; measured by education and income) has a negative effect on
prosocial behavior (donation and volunteer behavior), and that this effect is amplified by
economic inequality. Using a variety of large-scale global datasets, we consistently show that
there is no support for the negative relationship, and instead find strong support for a positive
relationship between SES and prosocial behavior, with no moderating effect of economic
inequality. This relationship holds even while controlling for within-state and within-country
effects, age, gender, and religiosity.
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Art Appreciation Opens Affirmed Minds To Cultural Diversity

Donghwy An, Department of Arts and Cultural Management, Hongik University, South Korea
Boram Lee, Department of Arts and Cultural Management, Hongik University, South Korea*
Nara Youn, Department of Marketing, Hongik University, South Korea

Appreciating artworks enhanced endorsement of cultural diversity for individuals with high self-
affirmation (Study 1) and for those with authentic pride, but not for those with hubristic pride
(Study 2). The effect of art appreciation was significant for narcissistic individuals only when
their openness to cultural diversity was publicized (Study 2).

The Interactive Effect of Workspace, Risk, and Moral Identity Internalization on Ethical
Investment Decision Making

Gady Jacoby, University of Manitoba, Canada
Huijing Li, University of Manitoba, Canada

Fang Wan, University of Manitoba, Canada

Jun (Wendy) Yan, University of Manitoba, Canada*

This experimental study examines how moral identity internalization (MII) affects individuals
when they make financial decisions in different office layouts. Results show that when portfolio
risk is low, participants who are low in MII are more likely to choose an immoral (vs. moral)
portfolio when they work in a cubicle (vs. open space) work environment. In contrast, for high
MII participants ethical investment decision-making is not affected by the type of workspace or
portfolio risk.

Mixing Markets and Morals

Serena Hagerty, Harvard Business School, USA*
Mike Norton, Harvard Business School, USA

In our society it is considered immoral, or “taboo”, to monetize certain sacred goods. The present
research demonstrates that while there is initial moral aversion to monetization of sacred goods,
there is a ‘slippery slope’ to these moral judgments. When exposed to existing monetization of
sacred goods, individuals are more morally accepting of monetization of similar goods. This
effect holds even when controlling for initial moral reactions and political affiliation. We
demonstrate that while we may be initially averse to monetization of new goods, exposure to
such transactions can lead to subsequent moral acceptance.

But They’re Our Star! The Moderating Effect of Centrality to Team Success on Moral
Decoupling in Response to Athletes’ Moral Transgressions

David Alexander, University of St. Thomas, USA*
Ashley Stadler Blank, University of St. Thomas, USA
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We explore consumers’ reactions to athletes’ moral transgressions within a team sport context.
When consumers engage in moral decoupling in response to a transgression by a team’s player,
we find that consumers’ expectations about the team’s success and the player’s centrality to that
success moderate the mediating effect of moral decoupling on player attitudes so that as
expectations for team success increase and players are seen as more central, consumers are less
forgiving of on-field transgressions relative to oft-field transgressions.

Are the Eyes the Mirror to the Soul?: The Influence of Eye Gaze Direction on Narrative
Transportation and Self-brand Connection

Ngoc (Rita) To, University of Houston, USA*
Vanessa Patrick, University of Houston, USA*

We aim to demonstrate the influence of ad model’s gaze direction (direct versus averted) on
consumer self-brand connection. With two studies, we demonstrate that averted (versus direct)
gaze enhances narrative transportation, which drives self-brand connection. We also examine the
moderating role of rational (vs. emotional) appeals on this relationship.

When Ignorance is No Longer Bliss: Seeking Threatening Information About Self-Relevant
Brands

Kristen Lane, University of Arizona, USA*
Jennifer Savary, University of Arizona, USA
Jesper H. Nielsen, University of Arizona, USA

Prior research shows that people often avoid negative information especially when it threatens
their mood or self-beliefs. In three studies, we demonstrate the opposite: when negative
information is about a self-relevant brand (i.e. brands with high self-brand connections)
consumers tend to seek, instead of avoid, negative information about the brand. This occurs
because addressing the potential identity threat, created by negative information about a self-
relevant brand, overrides other considerations. When consumers seek negative information about
self-connected brands, they are more likely to then defend against the information by
counterarguing.

Do Incongruent CSR Activities Always Alter Brand Perceptions? The Effects of Dialectical
Thinking

Alokparna (Sonia) Monga, Rutgers University, USA*
Zeynep Giirhan-Canli, Koc University, Turkey
Vanitha Swaminathan, University of Pittsburgh, USA
Gunben Ceren Aksu, Rutgers University, USA*

We find that dialectical thinking influences responses to incongruities in a brand’s corporate
social responsibility (CSR). Non-dialectical thinkers respond less favorably to such incongruities
than dialectical thinkers. Further, we find that when the brand’s CSR statement preceding an
incongruent behavior is ambiguous, dialectical thinkers have more favorable brand perceptions
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than non-dialectical thinkers. However, when the CSR statement is unambiguous, dialectical
thinkers have less favorable brand perceptions than non-dialectical thinkers.

Role of Anthropomorphism on Consumers’ Brand Evaluation: An Examining under
Negative Publicity

Archit Vinod Tapar, Indian Institute of Management Indore, India*
Ashish Sadh, Indian Institute of Management Indore, India

Aditya Billore, Indian Institute of Management Indore, India
Abhishek Mishra, Indian Institute of Management Indore, India

Extant literature on consumer-brand relationship identifies effectiveness of anthropomorphized
brands in generating positive perception of consumers’ towards a brand, leading to improved
brand performance. The present paper investigates the negative side by exploring the influence
of negative publicity on consumers’ evaluation of anthropomorphized brand. Further, the study
identifies the role of consumer’s thinking style (holistic vs. analytic) in moderating the effect of
negative publicity towards anthropomorphized brand. The study states the contribution to the
existing body of knowledge in exploring consumer-brand relationship and anthropomorphized
branding.

Implicit Ambivalence Toward Brands—Implications for Attitude Processes and
Measurement

Geoffrey Durso, The Ohio State University, USA*
Richard Petty, The Ohio State University, USA

Ambivalence—evaluating something as both positive and negative—is a pervasive and
consequential aspect of consumer behavior. Past work has suggested that people who report
explicit attitudes that differ from their more “implicit” or automatic evaluations (termed implicit
ambivalence) cannot deliberately access or attribute this ambivalence to the attitude object. We
report an experiment showing that manipulated implicit ambivalence toward a novel consumer
brand influences (1) an explicit bivariate measure of attitude, and (2) an objective measure of
ambivalence. Importantly, these findings were independent of any effects on traditional explicit
measures of attitude and subjective ambivalence.

How to Recover a Brand after a Crisis?: The Effects of Apology Advertising Types and
Relationship Norms on Consumer Responses in a Brand Crisis

So Young Lee, The University of Texas at Austin, USA*
Taemin Kim, Fayetteville State University, USA

The study examines how consumer-brand relationship norms impact the effectiveness of
corporate apology advertising messages framed by two different appeals (rational vs, emotional).
A 2 (Relationship norm types: communal vs. exchange norm type) x 2 (Apology message types:
rational vs. emotional) factorial design will be employed. By investigating the relationship
between corporate apology ad type and relationship norms, the current study will show how
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consumer-brand relationships are applied to brand crisis research and provide empirical
implications such as a guideline for message strategies in crisis communication.

Looking in the Mirror — I’m the Brand. When am I Entitled to More?
Svetlana Davis, Bishop's University, Canada*

While existing research on customer entitlement provides a psychological profile of entitled
individuals (i.e., how they think and feel, e.g. Boyd and Helms, 2005; Butori, 2010), it has not
yet examined customer entitlement as a reaction triggered in response to customer prioritization
(CP) strategies in the business-to-consumer (B2C) context. We explore this by addressing three
research questions. First, we examine whether customer entitlement can arise as a result of CP
strategies implementation. Next, we consider different customer-brand relationships (self-
relevant vs. self-neutral) as triggers for increased customer entitlement in the context of CP
strategies. Finally, we look at how the fact that some customers may voice their opinions against
CP strategy implementation may affect their entitlement if the company implements these
strategies anyways.

A Sign of Inequality: The Distinct Role of Visual (A)symmetry in Consumer Donations

Ngoc (Rita) To, University of Houston, USA*
Vanessa Patrick, University of Houston, USA

The current research proposes to examine how the presence of symmetrical (vs. asymmetrical)
visual cues influences consumer response to donation appeals. Drawing on the anthropological
perspective of symmetry, we first propose that people form a strong association between visual
symmetry and the state of equality, such that asymmetry is associated with a state of inequality
while symmetry is associated with a state of equality. Further, we hypothesize that because of
these equality associations, symmetrical (vs. asymmetrical) visual cues can enhance the
effectiveness of gain-framed (vs. loss-framed) donation appeals respectively.

The Effect of Textual Paralanguage on Brand Warmth

K.B. Koo, University of Alberta, Canada*
Sarah Moore, University of Alberta, Canada
Jennifer Argo, University of Alberta, Canada

Textual paralanguage (TPL) refers to the nonverbal, emotion-laden elements of speech that are
conveyed in writing (e.g., emojis and emoticons). Two experiments provide evidence that
consumers perceive brands to be warmer when brands use TPL in online interactions with
consumers, but only when consumer-brand communication is positive (e.g., expressing
satisfaction); brands’ use of TPL has no effect on perceived warmth when consumer-brand
communication is negative (e.g., complaints). We propose these effects are due to mood
maintenance, which leads to deactivation of persuasion knowledge in the positive case, and
activation of persuasion knowledge in the negative case.
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Color Temperature of Environmental Lighting and Conformity

Seo Yoon Kang, Department of Arts and Cultural Management, Hongik University, Republic of
Korea
Nara Youn, Department of Marketing, Hongik University, Republic of Korea*

This research investigates the effect of color temperature on preferences for conformity. Through
three studies, we show that exposures to cool (vs. warm) color temperature of environmental
lighting increase perceived environmental threat and feelings of powerlessness, which in turn
elevated preferences for conformity.

The Self-regulatory Power of Environmental Lighting

Seo Yoon Kang, Department of Arts and Cultural Management, Hongik University, South
Korea*

Nara Youn, Marketing Department, Hongik University, Republic of Korea

Heakyung Yoon, School of Architecture, Hongik University, Republic of Korea

The current research investigates the impacts of color temperature and its interaction with
brightness on consumer’s self-control. The interaction of brightness and color temperature
creates fluent (vs. disfluent) lighting condition that leads to less (vs. more) cognitively depleted
mental state and consequentially enhances self-control.

The Effect of Matte Packaging on the Perceived Naturalness of a Product

Eva Marckhgott, WU Vienna University of Economics and Business, Austria*
Bernadette Kamleitner, WU Vienna University of Economics and Business, Austria

In two experiments we show that the surface structure of packaging can be used as an external
cue for the naturalness of the product. Products in matte packages are perceived to be more
natural than products in glossy packages. The effect is particularly strong among products low in
inherent naturalness. Package-induced perceptions of product naturalness, in turn, increase
expected tastiness and purchase intentions. Our findings draw attention to the importance of
packaging surface as a subtle cue for the product. They address the lack of research on structural
packaging dimensions and their perceptions and are relevant for customer-centric marketing
practice.

Role of Touch in Choice Overload Caused by Large Assortments

Nguyen Thai, The University of Sydney Business School, Australia*
Ulku Yuksel, The University of Sydney Business School, Australia*

This paper investigates the effects of haptic inputs on consumers’ preference for large
assortments after selecting an option from different assortment sizes. Our experiments reveal that
physically touching and imagining touching (i.e., haptic imagery), compared to the control (i.e.,
no-touch) condition, eliminate adverse effects caused by large assortments. A moderate, but not
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high, level of touch frequency is required to reduce perceived difficulty and increase preference
for large assortments when being exposed to large (vs. small) assortments. These findings
expand our current understanding of the literature on haptic and choice overload.

Warm or cold? The Effect of color temperature of logo on evaluation of for-profits and
nonprofits

Eunmi Jeon, Sungkyunkwan University, Rep of Korea*
Myungwoo Nam, Sungkyunkwan University, Rep of Korea*

The current research examines the fit effect between color temperature and organization type and
how it influences product evaluations. Thus, we demonstrate that the color temperature
influences the effectiveness of logo on nonprofits versus for-profits.

Not All Change is Created Equal: How Qualitative Shifts Increase Perceptions of Change

Christopher Bechler, Stanford University, USA*
Zakary Tormala, Stanford University, USA
Derek Rucker, Northwestern University, USA

Prior research on attitude change treats change as a quantitative construct. Attitudes are
measured before and after some treatment, and the extent of change is assumed to be conveyed
by the degree of difference between Time 1 and Time 2 attitudes. This approach overlooks the
possibility that qualitative shifts can also influence the perceived magnitude of change. In four
studies, we find that changes of valence (i.e., qualitative changes; say, from negative to positive)
are viewed as substantially greater than mathematically identical changes within valence (e.g.,
from positive to more positive). Implications for attitude change and persuasion are discussed.

Neurological Evidence for an Interrelation Between Imagery, Psychological Distance, and
Construal

Stillman Paul, The Ohio State University, USA
Hyojin Lee, San Jose State Universtiy, USA*
Xiaoyan Deng, The Ohio State University, USA
Rao Unnava, University of California Davis, USA
Kentaro Fujita, The Ohio State University, USA

Drawing from construal level theory, we propose that consumer’s visualization of distant (vs.
near) future events is increasingly monochrome (vs. colorful). Using fMRI, we find that
imagining distant (vs. near) future events activates similar neural regions as those involved in
forming black-and-white (vs. color) mental imagery. We further provide more direct evidence
for construal level as the underlying mechanism of this effect, showing common regions of
activation for imagining distant future events, engaging in high-level construal, and forming
black-and-white mental imagery.



22

Product Search on Crowded Shelves: Location Based Effects

Ana Scekic, HEC Paris, France*

A. Selin Atalay, Frankfurt School of Finance and Management, Germany*
Cathy Liu Yang, HEC Paris, France

Peter Ebbes, HEC Paris, France

The current work investigates how the vertical location of a product on a shelf affects product
search. We focus on the impact of crowding on the shelf as a predictor of search outcomes.
Crowding reduces individuals’ ability to distinguish the objects in a scene, from one another. We
provide initial evidence that, when the task is to find a target product on a crowded retail shelf,
the middle shelf is a position of disadvantage, when compared to both top and bottom shelves.

It Feels Softer Than It Looked Online: Contrast-Priming Effects of Touch-Screen Users in
Multi-Channel Shopping

Sorim Chung, Rochester Institute of Technology, USA*
Cecile K. Cho, Korea University, South Korea
Amitav Chakravarti, London School of Economics & Political Science, UK

In multi-channel retailing, very little research has examined the impacts of webrooming
(researching product options online) on subsequent offline retail experiences. In this study, we
examined (1) whether multi-channel shoppers (webroomers) evaluate physical products
differently from single-channel shoppers, (2) whether and how computer device types moderate
the effect of webrooming on product evaluations.

The Color-Hierarchy Congruency Effect, and Its Influence on Consumer Choice

Myungjin Chung, PhD student, Marketing Department, University of Texas at Arlington*
Ritesh Saini, Associate Professor, Marketing Department, University of Texas at Arlington

Five studies demonstrate that color lightness is schematically associated with inter-item
hierarchy. Specifically, consumers associate higher (lower) hierarchy items with darker (lighter)
colors. This leads to greater preference for product bundles that exhibit this color-hierarchy
congruency. This is not an automatic perceptual response. In contrast, consumer’s need-for-
structure drives this effect. As a result, consumers (i) prefer congruent product bundles where
primary products are darker, and secondary products are lighter, and (i) associate higher (lower)
hierarchy items with darker (lighter) color. These effects are even more pronounced in
consumers with high need-for-structure.

The Effects of Self-Construal on Evaluations of Brand Logo Colors

Eunmi Jeon, Sungkyunkwan University, South Korea*
Myungwoo Nam, Sungkyunkwan University, South Korea*
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The present research investigates the effectiveness of different types of color combinations on
brand evaluations. Broadly, there are two different types of color combinations: analogous colors
and complementary colors. Moreover, we propose that consumers’ self-view influences the
effectiveness of analogous versus complementary color combinations.

How the Uniqueness of Goods Influences Consumers' Willingness to Accept Price Increase
for Experiences versus Objects

Wilson Bastos, CATOLICA-LISBON School of Business & Economics, Portugal*

This research shows that consumers react more favorably to a price increase when it is associated
with an experiential good than a material one. Further, it examines five potential mediators:
closeness to the self, conversational value, impression management, social relatedness, and
uniqueness. Results reveal uniqueness as the primary mechanism. To gain a more nuanced
understanding of the mechanism via uniqueness, this work examines four facets of the construct:
unique opportunity, unique good, unique identity, and counterconformity. Findings support
unique opportunity as the most relevant facet of uniqueness for the model.

Embossed vs. Debossed Designs: How Gender Influences Perceptions of Visual
Distinctiveness and Consumer Evaluation

Zhe Zhang, University of Houston, USA*
Ngoc (Rita) To, University of Houston, USA
Vanessa Patrick, University of Houston, USA

In the current research we examine how embossed (raised) vs. debossed (engraved) designs
influence the perceived visual distinctiveness and purchase intentions of the target object. We
propose a distinct gender difference in perception of visual distinctiveness. Specifically, males
perceive debossed design as more visually distinctive while females perceived embossed design
as more visually distinctive. Further, these gender differences influence purchase intentions.

Old William on the Left and Little Billy on the Right? The Recipient Effect on Consumers’
Preference for Products Displayed in Different Horizontal Locations

Sheng Bi, Washington State University, USA*
Nik Nikolov, Washington State University, USA

This research proposes how buying for different recipients influences consumers’ preference for
products displayed in different horizontal locations (i.e. left vs. right). Across three studies we
show that consumers prefer products positioned on the left side when buying for the elderly, but
prefer products on the right side when buying for children. In addition, we find that this effect is
mitigated by making consumers conceptualize time vertically (vs. horizontally), or by changing
purchasing scenarios from buying for others to buying for themselves. Theoretical and
managerial contributions are discussed.
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Does Price Saving Make You Seem Competent? Well, It Depends on Where You Are from

Ryan Wang, University of Minnesota, USA*
Barbara Loken, University of Minnesota, USA

Price discounts achieved by searching and redeeming coupons can provide ego-expressive
benefits for the shoppers, leading to their repeated purchases and word-of-mouth. To understand
how price discounts affect brands, this research drew on signaling and social class, and showed
that price-saving behaviors (e.g., actively searching for promotions) help shoppers signal their
competence, which could subsequently transfer to the brands purchased and thus enhance brand
attitude by other consumers. Importantly, the benefits restrict to higher-class consumers only
because of the commonly-accepted association between higher-class and competence. In other
words, price-saving behaviors further magnify their positive stereotypical trait (i.e., competence).

You Are What You Own: Visuo-Perceptual Unitization Effects in Consumer’s Extended
Self

Dan King, University of Texas RGV*
Sumitra Auschaitrakul, University of the Thai Chamber of Commerce

Belk’s (1988) seminal “extended self” concept has long been assumed as a conceptual
phenomenon. In two studies with mediational evidence, we show that when a possession is
perceptually unitized with the consumer, Belk’s (1988) “extended self” is in fact, a visuo-
perceptual phenomenon, not merely a metaphor or conceptual phenomenon. Controlling for both
brand effects and perceptions of the price of the automobile, we show that an automobile’s
physical attributes (i.e., physical design language) are misperceived as the consumer’s physical
attributes, giving a real, visually-based physical dimension to the previously assumed figure of
speech “you are what you drive.”

When Compensatory Consumption Backfires: The Pain and Pleasure of Experiential
Purchases

Zichuan Mo, Peking University, China*
Jingjing Ma, Peking University, China

Prior research has shown that self-threats can evoke consumption that signals accomplishments
in the domain of the threat. However, we show that this within-domain compensation is likely to
backfire, leading to decreased satisfaction. especially when consumers compensate with
experiential rather than material purchases. Because experiential purchases are more likely to
induce rumination about one’s self-identity when compared with material purchases. Engaging in
within-domain experiential compensation can trigger rumination about the threatened self-
identity, which in turn undermines consumption satisfaction.



25

Buying You Used: How Previous Use Imparts Value in Resold Products

Kara Bentley, Chapman University
Kirsten Cowan, NEOMA Business School, France*
Katina Kulow, University of Louisville, USA

The popularity of buying pre-used products contrasts with research in contagion, suggesting
these contaminated products, embodying properties of their users, decrease product desirability.
However, little is known about how prior use (rented vs. owned) influences essence transfer or
product desirability; this research contributes in this fashion. The findings demonstrate that
individuals more sensitive to residue transfer experience reduced satisfaction in pre-used (vs. —
owned) products (study 1). Given that product desirability is influenced by user information, we
show that for a professional (vs. amateur), the previous user information can attenuate the
influence of pre-rented products (study 2).

Inviting Customers to Responsible Consumption Choices: Perceived Consumer
Effectiveness and Cause Relevance are more malleable than we think!

Patrali Chakrabarty, Indian Institute of Management Udaipur, India*

In this paper, we introduce a communication tool “invite”, which signals a transparent process
for brands that claim being environmentally or socially responsible. We demonstrate the efficacy
of such tools in improving purchase intentions by affecting consumers in two ways — (i) they
improve a consumer’s perceived belief in their own ability to contribute to the cause by making a
responsible choice and (ii) they increase the importance of the related cause to consumers, thus
in turn improving their interest in the brand. We also showcase some interrelations among
critical variables that govern adoption behavior of environmentally and socially responsible
brands.

“I don’t Like If They Criticize Me But I Don’t Like If They Praise Someone Else Either”:
The Effect of Self-Esteem and Other’s Comments on Regret

Annaysa Muniz, Centro Universitario FEI, Brazil*
Sandra Marques, Universidade de Sao Paulo, Brazil
José Mauro Hernandez, Centro Universitario FEI/Universidade de Sao Paulo, Brazil*

This study examined the effect of self-esteem and other’s comments on regret. Across two
studies, the results revealed that in low-risk situations, low self-esteem individuals (LSEs)
reported more regret when they were criticized than when they were not praised but no
difference was observed for high self-esteem individuals (HSEs). On the other hand, in high-risk
situations, HSEs reported more regret when they were not praised than when they were criticized
but no difference was observed for LSEs. Furthermore, self-reinforcement thoughts were more
effective to reduce regret in HSEs than in LSEs.
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Social Norms, Self-enhancement, and Genes; The Role of Dopaminergic, Serotonergic, and
Oxytocinergic Genes in Self-Construal

Steven D. Shaw, Stephen M. Ross School of Business, University of Michigan, Ann Arbor,
USA*

Meng Du, Department of Psychology, University of Michigan, Ann Arbor, USA

Ming Hsu, Haas School of Business, University of California, Berkeley, USA

Shinobu Kitayama, Department of Psychology, University of Michigan, Ann Arbor, USA
Carolyn Yoon, Stephen M. Ross School of Business, University of Michigan, Ann Arbor, USA

Variation along independent and interdependent self-construal is well documented both within-
and across-cultures (Markus & Kitayama, 1991). Previous research within Chinese agricultural
regions suggests that Northern, wheat-growing regions, are more independent than Southern,
rice-growing regions, which are relatively interdependent (Talhelm et al., 2014). We investigate
genetic influences of self-construal using variation across Chinese agricultural regions. We
combine standard measures of independence and interdependence with genetic pathway
approaches, to investigate associations between self-construal and single nucleotide
polymorphisms involved in dopaminergic, serotonergic, and oxytocinergic neural pathways.
Within pathway permutation testing (to correct for multiple testing) and post-hoc power analyses
were also conducted.

Facial Cues in Anthropomorphizing Products

Ganga Urumutta Hewage, University of Central Florida, USA*
Yue Liu, University of Central Florida, USA
Ze Wang, University of Central Florida, USA

This research examines the effect of level of asymmetry in facial features of an emoji on
consumer evaluations. In three studies, we found evidence that participants evaluated the emoji
with asymmetric facial features more favorably than the symmetric emoji. This effect was driven
through anthropomorphism and vicariously experienced emotions. Our findings add to the facial
processing and anthropomorphism literature in marketing. For practitioners, findings help to
adapt more effective advertising and product design strategies.

To Sell or to Donate: Why Special Possessions Are Donated and Not Sold?

Saurabh Rawal, University of Alberta, Canada*
Robert Fisher, University of Alberta, Canada
Jennifer Argo, University of Alberta, Canada

Why do consumers donate rather than sell their special possessions? Although it seems logical
that consumers should tend to seek financial compensation when they dispose of possessions that
they consider special, we find that as selling a special possession is a threat to the owner’s self-
concept, special possessions are less likely to be sold (or more likely to be donated) than non-
special possessions.
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Religiosity and New Product Adoption

Derek Theriault, Concordia University, Canada*
Gad Saad, Concordia University, Canada

Are religious people more innovative? We examine extrinsic and intrinsic religious motivations
and show that extrinsically motivated religious individuals are more dispositionally (study 1) and
behaviorally (study 2) innovative toward new products. This relationship is mediated by both
cognitive and motivational factors. Higher (lower) religiosity is associated, independently, with
more intuitive (analytic) thinking and more (less) self-enhancement motivation, leading to higher
dispositional and behavioral new product innovation and ownership.

The Impact of Social Exclusion on Consumers’ Attitudes toward Probabilistic Selling

Linying Fan, Hong Kong Polytechnic University, Hong Kong*
Yuwei Jiang, Hong Kong Polytechnic University, Hong Kong

Although probabilistic selling has been widely used as a tool for retailing and sales promotion,
when and how it should be used has seldom been investigated. Contributing to our knowledge on
this important topic, the current research examines how and why consumers' social relationships
influence their attitudes toward probabilistic selling. Four experiments demonstrate that socially-
excluded consumers exhibit less favorable attitudes toward probabilistic selling than their peers
who do not feel excluded. This effect is mediated by a thwarted sense of personal control, and
moderated by control restoration and information vividness.

The Effortful-Aloofer Effect: Why Personal Effort Decreases Word-of-Mouth?

Jiexian (Chloe) Huang, Hong Kong Polytechic University™*
Yuwei Jiang, Hong Kong Polytechic University

Three experiments revealed that consumers were less likely to share a positive achievement to
others through word-of-mouth (WOM) if they spent personal effort in pursuing it, than if no
effort was involved in the pursuit. This effect is proposed to be driven by consumers’ lay belief
that personal effort in goal pursuit leads to an interpersonal perception of aloofness, which may
lead to a negative social impression. We further found that the effect was dismissed when
consumers’ interpersonal warmth was assured by other contextual cues.

When Not Having Enough Prompts Consumers to Show Off: Reminders of Resource
Scarcity Prompt Narcissism

Laura Goodyear, Concordia University, Canada*
Ali Tezer, HEC Montreal, Canada

Caroline Roux, Concordia University, Canada
Kelly Goldsmith, Vanderbilt University, USA
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We propose that reminders of resource scarcity prompt consumers to become more narcissistic,
which in turn shifts their product preferences towards products that confer greater status
signaling. Across three experiments, we show that reminders of resource scarcity increase
narcissistic tendencies, and that narcissism mediates the effect of resource scarcity on
selfishness. We further show that reminders of resource scarcity prompt consumers to prefer
products with more prominent brand logos (or greater brand prominence) as a result.

“Work With/For You!” How Framing Health-Related Products as Partners Versus
Servants Impacts The Consumption of Indulgences

Caroline Roux, Concordia University, Canada
Kamila Sobol, Concordia University, Canada
Laura Goodyear, Concordia University, Canada*
Kelly Goldsmith, Vanderbilt University, USA

Consumers often assign specific roles to brands, which can then influence their behavior. Among
these, two specific roles may be assigned to brands: the role of a partner (co-producer of the
benefit) or the role of a servant (outsourced provider of the benefit). We investigate whether and
how engaging with health-related products framed as either a partner or a servant impacts goal-
conflicting behavior. Across three experiments, we show that framing a health-related product as
a servant (vs. partner) increases enjoyment of indulgences, in hypothetical and actual
consumption scenarios, and increases purchase intentions of indulgences.

How Purging Influences Self-Control: The Role of the “Simplification” Mindset

Lei Jia, The Ohio State University, USA*
Xiaoyan Deng, The Ohio State University, USA
Xiaojing Yang, University of Wisconsin - Milwaukee, USA

We propose that purging can activate a simplification mindset that features a mental process of
simplifying, prioritizing, and abstracting. Such a mindset can carry-over to a subsequent,
unrelated context with decision outcomes that involve self-control.

Bloggers’ paradise: Accepting incentives in return for product reviews without
ramifications.

Bryan Usrey, University of East Anglia, United Kingdom*
Maximilian Gerrath, Leeds University Business School, United Kingdom

Despite the commonality of incentivized product reviews, research widely neglected its impact
on product review blogs. Specifically, there exists a dearth of research that has explored the role
of motivation for accepting incentivizes. In three experiments, we show that blog loyalty reduces
as the valence of the review becomes more positive, but that this is mitigated when a blogger
presents intrinsic incentivization acceptance motivations in the disclosure statement.
Furthermore, we show blog loyalty is maintained if consumers are attached to the blog,
regardless of review valence or incentivization acceptance motivations.
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When People Stop Being Nice and Start Getting '"Real"': Identity Labels for Stigmatized
Groups

Esther Uduehi, University of Pennsylvania, USA*
Americus Reed, University of Pennsylvania, USA

People often make subtle language choices to describe stigmatized groups by either placing the
person first in the description (e.g., person with obesity) or describing the condition first (e.g.,
obese person). We find that placing a person first in the description is the more acceptable way to
address stigmatized groups, but how people actually address stigmatized groups varies based on
the specific disorder or condition. When people believe a stigmatized trait is controllable, they
prefer to use condition-first language, and not person-first language.

Alone together: Does Crowding Magnify Loneliness?

Qingqing Guo, Shanghai Jiao Tong University*
Liangyan Wang, Shanghai Jiao Tong University

Six studies (932 participants) explore the psychology underlying the crowd magnifier effect—
crowding increase loneliness. Study 1 reveals that individuals’ manipulated loneliness increased
in crowding context. Studies 2A and 2B demonstrate that individuals’ measured loneliness
increased in a natural and a visual prime crowding context. Study 3 further investigates a
moderator: the composition of the crowd (out-group vs. in-group). Study 4A shows that the
mediator—fundamental human needs (belonging, control, self-esteem, meaningful existence) —
which threatened by crowding thus mediate the crowding magnifies loneliness. Study 4B
demonstrates that the effect is mediated by avoidance activation and fundamental human needs
in serial.

“With or Without You”: Emotional Expressiveness as a Determinant of the Appeal of a
Potential Consumption Partner

Wilson Bastos, CATOLICA-LISBON School of Business & Economics, Portugal*

Choosing a companion is an important decision in the consumption of experiences. What drives
this decision? This work investigates emotional expressiveness (EE) as one determinant. Results
show that individuals expected to display an average level of EE during the experience are the
preferred companion. However high-EEs and low-EEs are not equally desirable—high-EEs are
preferred over low-EEs. Two distinct sequential-mediation paths explain these differences.
Compared to average-EEs, high-EEs are less preferred because they exert pressure on the partner
to ‘tune up’ his/her emotions, which is distracting. Low-EEs are less desirable because they fail
to provide feedback, which hinders social connection.
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Dual Influences of Descriptive Social Norms on Creative People’s Unethical Behavior.

Myo-Joong Kim, Korea University, Korea*
Jong-Won Park, Korea University, Korea

Creative people are shown to be more likely than non-creative people to commit unethical
behaviors. We investigate how the availability of a descriptive norm (e.g., “many people do the
same bad thing”) and creativity can interact to influence individuals’ ethical decisions. Three
experiments demonstrate that descriptive norm information reduces creative individuals’
unethical act, but the effect disappears for unethical acts involving no financial benefit. Further,
the descriptive norm can backfire (i.e., can increase unethical behaviors) if the benefit involved
is substantial and the act is difficult to justify. These suggest the dual roles of descriptive social
norms for creative individuals.

To Fit or Not to Fit: Contagious Beliefs Decrease Cause-Marketing Effectiveness

Kirsten Cowan, NEOMA Business School, France*
Katina Kulow, University of Louisville, USA
Mina Kwon, University of Louisville, USA

This research examines a novel way in which consumers’ lay associations with seemingly
innocuous cause marketing (CM) partnerships can negatively impact product desirability. Our
findings support that such CM logos result in decreased evaluations due to a transfer of negative
essence to the product, especially for high contagion sensitive consumers.

Who’s Watching on Social Media? Asymmetry in Vigilance Towards “Fake News” When
the Felt Presence of Others is In- Versus Out-Group

Hyerin Han, University of Minnesota, USA*
Akshay Rao, University of Minnesota, USA

Our research aims to explore why the market for fake news is more lucrative on the political
right than the left. We demonstrate that asymmetric relational motivation and vigilance can lead
to different levels of receptiveness to fake news among Republicans and Democrats on social
media. Specifically, Republicans are more likely to accept pro-republican statements as true
when they feel they are evaluating them in the presence of other Republicans, and Republicans
tend to be more vigilant under the felt presence of Democrats, leading to an increase in fact-
checking.

Gender Biases in Online Word of Mouth

Georgiana Craciun, Duquesne University, USA*
Kelly Moore, Duquesne University, USA

This paper demonstrates that the reviewer’s gender has a moderating effect on the relationship
between review characteristics and perceptions of reviewer credibility in eWOM. In an online
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experiment about purchasing a laptop, female (but not male) reviewers were perceived as more
rational, trustworthy and knowledgeable when they wrote a non-emotional review rather than an
emotional one in the negative valence condition, but not in the positive valence condition. Future
studies may extend these findings to other product categories. Implications for consumers and e-
retailers are presented.

Secret Consumption in Close Relationships

Kelley Gullo, Duke University, USA*
Danielle J. Brick, University of New Hampshire, USA
Gavan J. Fitzsimons, Duke University, USA

Are secrets always bad? Might certain secrets from close others function to benefit the
relationship? This research begins to examine the effect of keeping consumption secret from
close others on the relationship. Two studies, including an experiment with dyadic couples data,
demonstrate that people do, in fact, engage in secret consumption and that the effects of secret
consumption on the relationship depends on both the secret keeper’s feelings of guilt and
motivation for the secret in the first place.

The Effect of Social Comparison and Social Density on Consumer Purchase Quantity

Bingyan Hu, University of lowa, USA*
Jing Wang, University of lowa, USA

We examine how social comparison and social density jointly influence consumer purchase
quantity, and how the effect is mediated by consumers’ perceived control. We find that when
consumers make downward comparisons, high (vs. low) social density leads to reduced
perceived control, which in turn increases consumers’ purchase quantity. The effect disappears
when consumers make upward comparisons. We have conducted 2 studies to test our
predictions. Study 1 demonstrates the joint effect of social density and social comparison on
purchase quantity. Study 2 replicates findings of study 1 and shows the mediating role of
perceived control.

Purchase Propensity of Immoral Consumer: A Coping Perspective

Bingyan Hu, University of lowa, USA*
Jing Wang, University of lowa, USA
Jinfeng Jiao, Binghamton University, USA

We examine how money related moral transgressions affect consumer purchase propensity and
how the effect is moderated by consumer private self-consciousness. Across two completed
studies and one working study, we show that high private self-consciousness leads to higher
consumer purchase propensity and that the effect only exists when consumers engage in immoral
behaviors. We propose that people adopt a distraction coping strategy to mitigate themselves
form the negative outcomes of immoral behaviors.
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Impression Management Considerations in Descriptions of Negative and Positive
Consumption Experiences

Uri Barnea, University of Pennsylvania, USA*
Jonah Berger, University of Pennsylvania, USA
Alixandra Barasch, New York University, USA

We explore how impression management motivations affect people’s descriptions of good and
bad products that they have consumed. We find that caring about making a good impression
leads to less negative descriptions of bad consumption experiences, but does not equally affect
descriptions of good consumption experiences. Furthermore, our findings suggest that sharers are
conscious of their behavior, and that the effect is robust to differences in both how responsible
the consumer is for choosing the product, and the likelihood that the audience will consume the
product in the future.

The Vicarious Shopping Momentum Effect

Kaiyang Wu, University of Wisconsin - Madison, USA*
Evan Polman, University of Wisconsin - Madison, USA

We investigated a “vicarious shopping momentum effect,” which describes that when two
consumers are shopping together, and one has bought something, then the other will be more
likely to buy something. Through a field study, we found suggestive evidence in support of
vicarious shopping momentum. Furthermore, in two experiments, using a variety of products, we
found more evidence that participants demonstrated higher purchase intentions after a friend has
purchased something, compared to three other conditions: participants who shopped by
themselves; participants who shopped with a friend who did not buy anything; and likewise a
friend who received a gift.
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Friday, 16 February 2018

Session 1

1.1 Darwin Goes to the Mall: How Evolutionary Needs Influence Consumer
Behavior
Symposium

Paper #1: The influence of Disease Concern on Food Preferences

Yexin Jessica Li* (University of Kansas, jessica.li@ku.edu), Joshua M. Ackerman (University of
Michigan, joshack@umich.edu), Vladas Griskevicius (University of Minnesota,
vladasg@umn.edu), Steven L. Neuberg (Arizona State University, steven.neuberg@asu.edu),
Douglas T. Kenrick (Arizona State University, douglas.kenrick@asu.edu)

Paper #2: Disease Salience and Preference for Atypicality in Product Choice
Yunhui Huang* (HKUST, yhuangav(@connect.ust.hk), Jaideep Sengupta (HKUST,
mkjaisen@ust.hk)

Paper#3: Fendi Handbags Fend Off Undesirable Men: Women’s Conspicuous
Consumption as a Strategy for Mate Selection

Yajin Wang* (University of Maryland, yajinw(@rhsmith.umd.edu), Vladas Griskevicius
(University of Minnesota, vladasg@umn.edu), Qihui Chen (Peking University,
ghuihui.chen@pku.edu.cn)

Paper #4: Fertility, Materialism, and Women’s Desire for Luxury Products

Aekyoung Kim* (Rutgers Business School, amyakkim@gmail.com), Kristina M. Durante
(Rutgers Business School, kdurante@business.rutgers.edu), Vladas Griskevicius (University of
Minnesota, vladasg@umn.edu), Lambrianos Nikiforidis (University of Texas, San Antonio,
Lambrianos.Nikiforidis@utsa.edu)

* denotes presenting author

SYMPOSIUM OVERVIEW

How would Charles Darwin react to the modern consumption phenomena? Drawing from
evolutionary theory, this symposium asks the following question: What adaptive functions might
these modern consumption behaviors serve? We present several papers to explore how
fundamental motives of surviving and reproducing influence consumer behavior. Specifically,
we examine two fundamental motives that are central to survival and reproduction: 1) disease
avoidance and 2) mate acquisition. By providing multiple experiments to investigate the
underlying processes that explain how each of the fundamental motives affect consumers’
preferences and choices, this session can open up new avenues and generate novel hypotheses in
this area.
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The first two papers examine how a disease avoidance motive influences
consumer preferences for products based on their familiarity (prior experience) and
conventionality (popularity). The paper by Li, Ackerman, Griskevicius, Neuberg, and Kenrick
investigates how concerns about disease can influence food preferences. These authors propose
that prior experience is an important cue to how safe a food is to consume. Thus, concerns about
diseases lead people to be less attracted to unfamiliar food that may contain novel pathogens that
one’s physiological immune system has not yet learned to combat, and more attracted to familiar
food that can provide much needed nutrients and are safe to consume. Four experiments
demonstrated this effect in a marketing context. The second paper by Huang and Sengupta
investigates the role of product conventionality on consumers’ choices. Conventionality is
distinct from familiarity because it denotes the popularity of a product rather than one’s own
experience with the product. Four experiments test and support the hypothesis that concerns
about diseases lead consumers to be less likely to choose conventional than unconventional
products because they are associated with a large number of people who may act as transmitters
of disease.

The final two papers examine how mate acquisition motives influence consumer
preferences, especially for luxury products. The paper by Wang, Griskevicius and Chen
examines how women’s mate acquisition motives influence their preferences for luxury goods.
Four experiments show that when faced with the challenges of selecting a potential mate, women
use luxury goods to signal their standards for a mate. Therefore, conspicuous consumption serves
as an effective signal to other men in relationships. The final paper by Kim, Durante,
Griskevicius and Nikiforidis also examines how women’s mate acquisition motives influence
their preferences for luxury goods by looking at women’s biological makers for mate acquisition:
women’s ovulation cycles. They propose that ovulation should amplify women’s tendency to
outcompete potential rivals, and therefore increase their desire for luxury goods. Four studies
demonstrate that fertility has positive effects on women’s preferences for luxury products.

Taken together, this set of papers examines how fundamental motives influence
consumer behaviors. Each paper includes a complete set of experiments and provides process
evidence that can stimulate new research ideas. This session will appeal to a wide range of
audiences interested in general motivations, evolutionary theory, food choices, and luxury
product consumption.

The influence of Disease Concern on Food Preferences
Yexin Jessica Li*, University of Kansas (jessica.li@ku.edu)
Joshua M. Ackerman, University of Michigan (joshack@umich.edu)
Vladas Griskevicius, University of Minnesota (vladasg@umn.edu)
Steven L. Neuberg, Arizona State University (steven.neuberg@asu.edu)
Douglas T. Kenrick, Arizona State University (douglas.kenrick@asu.edu)

Short Abstract

Although foods sometimes carry infectious agents, people still need to eat to survive in
times of disease. Drawing on functional perspectives of disease threat, four experiments found
that disease concerns lead people to use food safety cues when making decisions about what to
eat. People adaptively avoid foods that pose greater pathogen risk, such as unfamiliar food, but
approach foods that pose low pathogen risk, such as familiar fare. This effect is attenuated when
the food poses minimal risk, e.g. when cues to disease prophylaxis are present.
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Extended Abstract

This research draws on evolutionary theory to examine how pathogen concerns influence
food preferences. A functional perspective suggests food is critically different from other objects.
Whereas general avoidance of many objects can lessen exposure to pathogens, the human body
requires calories and nutrients to sustain itself. Thus, concerns about disease should trigger a
more fine-tuned pattern of responses when it comes to food. Specifically, pathogen concerns
should lead people to avoid foods that have historically posed greater risk, such as unfamiliar
foods. These foods are likely to contain novel pathogens that one’s physiological immune system
has not yet learned to combat (Fallon, Rozin, and Pliner 1984). Simultaneously, disease concerns
should lead people to become approach foods that pose low risk, such as familiar food. Familiar
foods are those that have often been safely ingested or observed to have been ingested in the
past, and thus provide important information as to whether a specific food has previously
produced an adverse reaction. Thus, we propose that disease concerns lead people to be less
attracted to unfamiliar food, and more attracted to familiar food.

Four studies were conducted to test these hypotheses. In study 1, people living either in
the U.S. or India were recruited to participate in the experiment. In the disease condition,
participants viewed a slideshow of cues to disease; in the control condition, they viewed a
slideshow of architecture (Ackerman et al. 2009; Faulkner et al. 2004; Mortensen et al. 2010).
Next, participants viewed images and short descriptions of six common American dishes and six
common Indian dishes. They were asked to choose the four foods that they would most like to
eat. An ANOVA revealed a two-way interaction of disease concern and participant country (¥
(1,313)=9.76, p <.01). Americans showed a greater bias toward choosing American food over
Indian food in the disease compared to the control condition (60.2% vs. 49.4%, p <.05). In
contrast, Indian participants showed a greater bias toward choosing Indian food over American
food in the disease concern condition compared to the control condition (40.8% vs. 31.0%, p <
.05) (Figure 1).

Study two tested the alternative explanation that any negative emotion would lead to
preference for familiar food. Participants were randomly assigned to read a news article about
the risk of contagious diseases (disease condition), the Comic Sans font (control condition), or
identity theft (non-disease threat condition). Participants then rated the appeal of two familiar
foods from the U.S. and two unfamiliar foods from Bahrain and Andorra. An ANOVA revealed
a significant interaction, F' (2, 240) = 8.50, p < .001. Participants in the disease condition found
the unfamiliar foods less appealing than participants in the control condition, p =.051 and those
in the identity threat condition, p =.042. In contrast, participants in the disease condition found
the familiar foods to be more appealing than did participants in the control condition, p =.011
and in the identity threat condition, p = .009, suggesting the effects of disease concern do not
merely reflecting the influences of negative affect (Figure 2).

Study three extended our investigation into a marketing relevant context. The study was
ostensibly about ad placements on websites. The featured article on the website was about the flu
(disease condition) or smartphones (control condition). Banner ads for familiar and unfamiliar
restaurants were placed above and adjacent to the article. The ad for the familiar restaurant read,
“Serving traditional favorites just like the ones you grew up with” while the unfamiliar restaurant
read, “Craving exotic dishes and exciting new flavors? You’ve come to the right place.” The
location of familiar and unfamiliar ads (i.e., above vs. left of the article) was counterbalanced.
Participants rated how familiar, appealing, desirable, and attractive the food at each restaurant is.
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A significant 2-way interaction of food familiarity and news article, F' (1,131) = 11.96, p =.001
emerged. Consistent with our hypothesis, the familiar restaurant was rated more favorably in the
disease condition than the control condition, p = .019. The effect was insignificantly reversed for
the unfamiliar restaurant, p = .180 (Figure 3).

The goal of experiment 4 was twofold. We aimed to test a theoretically-derived boundary
condition and examine whether chronic individual differences in disease concerns would
influence food preferences. Our theoretical model suggests the effect of disease concerns on food
preferences should be mitigated if the unfamiliar food is perceived to be safe and
uncontaminated. Food packaging is designed not only to ensure freshness but also to increase the
safety of the food. Thus, people with disease concerns should be more likely to consume
unfamiliar food if it is packaged. In a study that was ostensibly being run by a food company,
participants were randomly assigned to view either a familiar or an unfamiliar snack. Each snack
was presented either in an open Tupperware container (unpackaged condition) or in its original
airtight sealed packaging (packaged condition). Participants rated how appealing the food was
and then completed the Perceived Vulnerability to Disease scale (Duncan, Schaller, and Park
2009), a measure of chronic disease concern. A regression analysis revealed a 3-way interaction
between food familiarity, packaging, and PVD, (b =-1.63, t (132) =-2.62, p =.01). In line with
previous findings, there was a two-way interaction between PVD and familiarity for the
unpackaged food (b =-1.34, ¢ (132) = -2.95, p <.01). The higher people’s PVD, the stronger
their preference for familiar foods (p < .05) and the weaker their preference for unfamiliar foods
(p = .06). Perceived vulnerability to disease did not predict evaluations when the unpackaged
food was familiar, or when the food was packaged (ps > .32) (Figure 4).

The current research contributes to research on disease concerns and food choice by
showing that, when faced with pathogen threat, people make adaptive choices, preferring foods
they have seen or consumed before over novel and potentially riskier options.

Disease Salience and Preference for Atypicality in Product Choice
Yunhui Huang*, HKUST (yhuangav(@connect.ust.hk)
Jaideep Sengupta, HKUST (mkjaisen@ust.hk)

Short Abstract

Drawing on evolutionary views of the behavioral immune system, this research
hypothesizes that cues relating to infectious diseases heighten consumer preference for
unconventional (vs. conventional) products. Such products are associated with few consumers
and thus signal a symbolic departure from other individuals, who could serve as infection
transmitters. A series of studies tested this hypothesis and identified boundary conditions.
Specifically, the disease-induced preference for unconventionality did not manifest when
participants visualized the act of hand-cleaning, when the decision context involved low
infection risk, or when the unconventional products were associated with many rather than few
people.

Extended Abstract

Infectious diseases posed strong selection pressure on our ancestors, a process that
shaped the evolution of human species. The ability to avoid and combat communicable
pathogens is therefore critical to human survival. This premise underpins recent research on the
behavioral immune system, which consists of a suite of motivations, cognitions and behaviors
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designed to avoid infectious diseases (Murray and Schaller 2016). We extend and inform this
perspective by examining how the salience of disease-related cues impact consumer decision-
making. This is a novel area of inquiry, because despite the ubiquitous nature of disease cues in
our environment — whether via reports of the latest flu, hearing about a sick friend, or simply
being exposed to a sneezing, coughing stranger — the impact of disease concerns on consumer
behavior has been surprisingly understudied.

Extant research in social psychology suggests that disease salience induces a motivation
to stay away from other individuals, who could serve as a source of transmission (Mortensen et
al. 2010; Sacco, Young, and Hugenberg 2014). We propose that this motivation, in turn,
increases consumers’ preference for unconventional, atypical products. The rationale for our
thesis is that unconventional (vs. conventional) product options are associated with a smaller
number of customers (Loken and Ward 1990) and are more likely to be preferred when people
desire a symbolic deviation from others (Ariely and Levav 2000; Berger and Heath 2007). We
tested this and related predictions in a series of studies. Note that unconventionality in this
context is defined as the degree of atypicality of a product within its category. Empirically, the
unconventionality perception of each product option under study was pretested using the
following items: novel/unconventional/unusual.

Experiment 1 tested our hypothesis by having student participants interact with an
experimenter, who acted either sick (e.g., coughing and sneezing) or normal. Participants then
chose between classic versus black cherry vanilla coke as parting gifts, with the latter being the
unconventional option. As predicted, participants reported greater preference for the
unconventional (vs. classic) coke in the sick-experimenter condition (Mjick = 4.86, Muormar = 3.91;
F (1, 84) = 4.25, p = .042); higher scores indicate greater preference for unconventionality. Two
other studies (not reported) replicated this finding using different disease manipulations and
different products.

The next three studies sought to moderate the proposed effect as well as conceptually
replicating the key finding. Experiments 2 and 3 used slideshows to manipulate disease salience.
Participants in the disease condition saw ten images that portrayed germs, infections, and
disease. A control condition also featured ten negative slides — but relating to accidents, hazards,
and other non-disease-related health threats (Faulkner et al. 2004).

In Experiment 2, following the slideshow manipulation, half the participants visualized
cleaning their hands using a germ-killing tissue, whereas the remaining half were not given this
task. Participants then reported preference between a bottle of orange versus pomegranate juice,
with the latter being the unconventional option. We predicted that even visualizing the act of
hand-washing would psychologically reduce the threat of infection, attenuating the previous
finding. In support, the interaction of disease salience and hand-washing was significant (F (1,
179) =10.28, p =.002). Preference for pomegranate (vs. orange) juice was greater in the disease
condition (Muisease = 4.21, Macciden: = 2.96; t (179) = 2.68, p = .008) when no cleaning was
imagined, replicating the basic result. However, the effect was attenuated — and indeed, almost
reversed (Muisease = 2.78, Maccidens= 3.67; t (179) =-1.86, p = .064) when hand-cleaning wasn’t
visualized.

Another implication of our theorizing is that the proposed effect is more likely to
manifest when the nature of the product is such that its usage carries infection risk (e.g., usage
involves oral consumption — as in Experiments 1 and 2). It is for such products that infection-
cues should induce a psychological avoidance of other people. Experiment 3 tested this premise
while keeping the product itself constant. Thus, in addition to disease salience, this study
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manipulated the described purpose of a pair of similar-looking plate-sets: either as dinnerware
(high risk) or as decoration (low risk). In all cases, one of the pair of plate-sets was described as
being popular (associated with more people) while the other was described as being unique
(associated with fewer people). A significant interaction was obtained (F (1,185)=4.95, p =
.027): preference for the unique (vs. popular) set was higher given disease cues (Maisease = 7.39,
Maccidens = 6.70; t(185) = 1.85, p = .073) in the dinnerware condition; whereas the effect was
absent in the decoration condition (Muisease = 6.81, Muccidens = 7.32; t(185) = 1.35, p = .180).

Our basic prediction relies on the assumption that the conventional (unconventional)
option is associated with a large (small) number of people. The effect should no longer obtain if
this association is disrupted. Experiment 4 tested this idea, and another key assumption: namely,
that the disease has to be contagious for the effect to obtain. Infection salience was manipulated
by showing participants the aversive-looking consequences of a disease (lupus), described as
being either contagious or non-contagious. Afterwards, participants were presented with two
supermarket options: one described (through both pictures and words) as being conventional, and
the other unconventional. In the consistent-information condition, the conventional
(unconventional) supermarket was described as crowded (not very busy). The pairing of
conventionality and crowdedness was reversed in the inconsistent-information condition.
Participants then reported their preference between the two supermarkets. Preference for
unconventionality was replicated when the unconventional supermarket was described as not
busy (Minfectious = 6.82, Muon-infeciious = 5.86; t(241) = 1.97, p = .050). In contrast, the difference
was eliminated when the unconventional supermarket was, instead, described to be crowded
(A/[infectious =3.90, Mwn—ily"ectious = 408, t< 1)

Collectively, these results advance our understanding of the behavioral immune system
by identifying novel consequences of activating this system (preference for unconventionality)
and by documenting theoretically-derived boundary conditions for the effect. In addition, this
research provides insights into consumer decision-making by showing how disease cues — a
widely-prevalent environmental factor — can influence decisions in seemingly-unrelated contexts.

Fendi Handbags Fend Off Undesirable Men:

Women’s Conspicuous Consumption as a Strategy for Mate Selection
Yajin Wang*, University of Maryland (yajinw(@rhsmith.umd.edu)
Vladas Griskevicius, University of Minnesota (vladasg@umn.edu)

Qihui Chen, Peking University (ghuihui.chen@pku.edu.cn)

Short Abstract

Previous literature has suggested that mate motives could influence conspicuous
consumption (Griskevicius et al. 2007; Wang and Griskevicius 2014); the present research
extends this work by showing that a mate acquisition motive, especially a mate selection goal
leads women to use conspicuous consumption as a signal to other men about their high mate
selection standards. Additional studies revealed that men perceive a woman with luxury
possessions as having higher mate standards, and their intention to ask her out depends on their
financial capability. Men with lower incomes are deterred, whereas men with higher incomes
remain interested.

Extended Abstract
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Conspicuous consumption is believed to function as a signal of the reproductive fitness of
a potential partner. Multiple studies have found that cues to a potential mate trigger men’s desire
for purchasing luxury goods (Griskevicius et al. 2007; Janssens et al. 2011; Sundie et al. 2011).
Although the link between conspicuous consumption and women’s mate goals remains
somewhat mysterious, Wang and Griskevicius (2014) demonstrated that women’s luxury
products can help deter romantic rivals, serving as a mate guarding motive. Therefore, previous
research seems to suggest that: 1) unlike men, women usually do not use luxury products as a
signal to attract men; 2) women’s luxury products are signals to other women and help to protect
their relationships with their mate. Based on these findings, it appears that women’s luxury
products serve as a minimal signal to men in the mate selection context. However, we argue that
this is not always the case. Women’s luxury products can send a signal to men about their
standards for a mate, and therefore can be an effective strategy in the context of selecting a mate.

Given the different parental costs for men and women, women are more cautious in
choosing a potential mate and have typically been the chooser in the mate selection context,
particularly in the early stage of potential mate selection (Buss 1989, Trivels 1972). Being the
chooser seems to require less effort, but it can be costly when there are too many potential men
with unclear qualities. Therefore, it is adaptive for women to develop strategies that can help
them discern and select men with desirable traits that are associated with important reproductive
value, especially when there are many potential men (Li et al. 2002; Li and Kenrick 2006). One
of the most important values that women look for is men’s ability to provide resources (Buss
1989; Li et al. 2002). Taken together, we propose that a mate selection motive would increase
women’s conspicuous consumption as a signal to men about their standards for a mate,
especially related to financial resources. We further propose that men should be able to read this
signal and infer that women with luxury (vs. non-luxury) goods have higher financial standards
for their potential partners. Finally, for this signal to be effective, men with fewer financial
resources should be less interested in pursuing women with luxury (vs. non-luxury) products.
However, men with more financial resources should not be affected by women’s conspicuous
consumption. We tested our predictions in four studies.

Study 1 examined whether receivers accurately decipher the signal, testing whether men
perceive a woman with luxury possessions as having a higher standard for her potential date. Six
hundred and nine male participants were randomly assigned to read a potential dating profile of a
women. The descriptions were identical in both conditions, except that each one included a
different description of the women’s choice of clothes and cosmetics to be either luxurious or
non-luxurious brands. After reading one of the profiles, participants indicated how difficult it
would be to ask this woman out on a scale of 1 to 9. As expected, men in the luxury condition
rated the woman to be significantly more difficult to pursue than in the non-luxury condition
(M=9.4vs.8.9, F(1,601) =4.68, p <.05).

Study 2 examined the triggers for women’s desire for luxury goods, testing whether
activating a mate selection motive would trigger women’s desire for conspicuous luxury
products. The study had a 2 (condition: mate selection vs. control) x 2 (product type:
conspicuous vs. non-conspicuous) mixed design, with a between-subjects factor, and a product
type as a within-subject factor. In the mate selection condition, participants imagined they were
at a party where she was among a variety of men, and she felt a little overwhelmed by too much
attention from them. In the control condition, participants imagined a typical day of doing
laundry (Griskevicius, Shiota, and Nowlis 2010). Participants were asked about their preference
for the level of luxury they preferred for two types of products: 1) products that are easy to
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observe in public and are often used for conspicuous consumption: a handbag and watch; and 2)
products that are private and generally not used for conspicuous consumption: a water glass and
mattress (adopted from Wang and Griskevicius 2014). The results showed that participants in the
mate selection condition indicated a significantly stronger preference for public luxury products
than the control group (M= 4.16 vs. 3.56, p <.05). However, there was no significant difference
in the conditions for private luxury products (M= 3.67 vs. 3.53, p = .59).

Study 3 examined the specificity of the audience, testing whether a mate selection motive
is most likely to trigger women’s desire for conscious consumption when they face primarily
undesirable (vs. desirable) men. Female participants were asked to imagine that they were single
and planned to create a profile for an online dating platform. Due to the high volume of men on
the website, the women could design different personal profile versions targeting different
visitors. Participants in the desirable audience condition were asked to create the personal profile
for men who were primarily above their standards for a mate, whereas participants in the
undesirable audience condition were asked to create a personal profile for men who were
primarily below their standards. Consistent with our predictions, across three different product
categories (e.g., clothes, car, leisure activity), there were significantly more women in the
undesirable audience condition who chose to display luxury (vs. non-luxury) items in their
profiles than women in the desirable audience condition.

Finally, study 4 examined the effectiveness of the signal, testing whether displaying
luxury products is effective as a filter for potential mates based on their financial resources. In
study 1, we showed that men indeed perceived women with luxury possessions as having higher
mate standards. However, if all men were deterred by these high standards, the woman’s signal
strategy would no longer be effective. Therefore, we predicted that only men with fewer
financial resources would be deterred by woman with luxury possessions; however, men with
more financial resources would remain interested. The results of study 4 showed that men at a
lower income level were less interested in asking out the woman with luxury (vs. non-luxury)
possessions (p<.01). In contrast, for men with higher income levels, the difference was no longer
significant (p=.67). Furthermore, a moderated mediation showed that the perceived high
standards from the woman with luxury possessions mediated the decreased interest only from
men with lower (vs. higher) levels of income.

In conclusion, this research makes a contribution by identifying how the activation of selecting
mates can increase women’s conspicuous consumption, demonstrating that luxury goods can
serve as an effective signal to filter potential mates.

Fertility, Materialism, and Women’s Desire for Luxury Products
Acekyoung Kim*, Rutgers Business School (amyakkim@gmail.com)
Kristina M. Durante, Rutgers Business School (kdurante@business.rutgers.edu)
Vladas Griskevicius, University of Minnesota (vladasg@umn.edu)
Lambrianos Nikiforidis, University of Texas, San Antonio (Lambrianos.Nikiforidis@utsa.edu)

Short Abstract

Drawing on the ovulatory competition hypothesis, we examined whether women’s
materialism and luxury preferences are linked to the hormones that regulate fertility. Fertility had
positive effects on women’s success materialism and preference for luxury products. Additional
studies showed a specific boundary condition for this effect, as well as process evidence.
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Extended Abstract:

Billions of dollars are spent each year on lavish goods such as handbags and jewelry,
with women accounting for more than half (55%) of this luxury spending (D’ Arpizio 2011;
Mintel Report 2011). What factors influence women’s desire for luxury goods? Drawing on
research showing that fertility influences women’s competitive motives (Durante, Griskevicius,
Cantu, and Simpson 2014), we examined whether women’s materialism and desire for luxury
products may be linked to fluctuations in the hormones that regulate fertility.

Study 1 examined whether ovulation—the time each month when fertility is at peak
levels and conception probability is high—amplifies women’s materialism. Materialism is
comprised of three dimensions: success, centrality, and happiness (Richins and Dawson 1992).
Although most previous research combines these three dimensions of materialism (Ahuvia and
Wong 1995; Burroughs and Rindfleisch 1997; Burroughs and Rindfleisch 2002; Mick 1996),
each of these three dimensions reflects an importantly different aspect of materialism. How
might ovulation affect women’s materialism? According to the ovulatory competition hypothesis
(Durante et al. 2014), ovulation should amplify women’s tendency to outcompete potential rivals
and seek relative success. As such, the competitive tendency amplified by ovulation should be
directly related to the success dimension of materialism, which reflects a desire to own
possessions as a measure of one’s own status relative to others (Richins and Dawson 1992).
Thus, we hypothesized that ovulation should be most strongly linked to women’s materialism on
the success dimension. Consistent with our prediction, women reported higher scores on the
success materialism dimension at high fertility—near ovulation—compared to low fertility
(»p<.035). There was no effect of fertility on either centrality materialism or happiness
materialism (ps>.76). Moreover, fluctuations in success materialism across the cycle tracked
conception probability (p=.036). As fertility increased so too did women’s success materialism,
but not the other dimensions (ps>.26).

Study 2 tested whether ovulation also boosts preference for luxury brands. To do this, we
measured women’s attitudes toward luxury versus non-luxury brands as a function of fertility
status. There emerged a two-way interaction between fertility (low vs. high) and brand type
(luxury vs. non-luxury; p<.01). Ovulating women reported greater desire for luxury brands
(»<.004). In contrast, there was no effect of fertility on non-luxury brands (»p>.50). There was a
significant correlation between conception probability and women’s attraction to luxury brands
(p<.04), but not to non-luxury brands (p>.36).

Study 3 examined whether shifts in success materialism (not the other dimensions)
mediated the effect of fertility on increased desire for luxury products near ovulation. After
reporting the three dimensions of materialism (as in study 1), women reported attitudes toward
luxury versus non-luxury brands (as in study 2). Consistent with the previous findings, there was
a two-way interaction between fertility (low vs. high) and brand type (p=.04), such that women's
desire for luxury brands increased at high (vs. low) fertility (»p<.04), but their desire for non-
luxury brands did not differ (p>.64). There was also a significant correlation between conception
probability and women’s attraction to luxury brands (p=.03), but not to non-luxury brands
(p>.85). For materialism, women reported higher scores on the success materialism dimension at
high fertility compared to low fertility (p=.02), whereas there was no effect of fertility on the
other dimenstions (ps>.39). Women’s success materialism also tracked conception probability
across the cycle (p=.04), but centrality materialism and happiness materialism did not shift
across the cycle (ps>.52). For the binary predictor, the indirect effect of the luxury brand
attitudes via success materialism was significant (C/ [.02, .38]), whereas indirect effects via the
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other dimensions of materialism were not significant. For conception probability, the indirect
effect of the luxury brand attitudes via success materialism was significant (C/ [.39, 12.01]),
whereas indirect effects via the other dimensions of materialism were not significant.

Study 4 sought to test an important boundary condition for how fertility influences
women’s luxury consumption with a direct behavioral measure in a within-subjects study using
hormone tests to detect ovulation. Specifically, we examined whether the fertile phase of the
cycle amplifies women’s intra-sexual competition by testing whether ovulation influences
women’s luxury choices depending on the target users for the luxury (vs. non-luxury) products.
According to the ovulatory competition hypothesis, the fertile phase of the cycle should have
different effects on a woman’s choices depending on whether those choices improve a woman’s
standing relative to other women. Hence, ovulation should boost women’s desires for more
superior products than other women. To measure desire for conspicuous luxury products, we had
women draw logos on products (after Wang and Griskevicius 2014), once when they were at a
high fertility point in the cycle and again at low fertility. At both test sessions, women were
instructed to draw several luxury brand logos on products for themselves and for other women.
We calculated the size of the luxury brand logo and measured participants’ financial status.
There was a two-way interaction between fertility (high vs. low) and targeted users (self vs. other
women) after controlling for financial status (p<.001). Ovulating women drew significantly
larger logos for themselves compared to the logos they drew for other women (p<.04), whereas
non-ovulating women drew significantly smaller logos for themselves compared to the logos
they drew for other women (p<.04). In other words, near ovulation, women drew significantly
larger logos for themselves (p<.02), but drew significantly smaller logos for other women
(»<.007). Importantly, the results did not change controlling for women’s financial status.

Our findings suggest that fertility may motivate women to seek out and purchase luxury
goods because of an increase in success materialism near ovulation. This novel finding is
important given that research assumes that materialism is a stable, individual difference trait. If
the ovulatory cycle systematically alters women’s materialistic values and desire for luxury
products, this has important implications for marketers, researchers, and consumers. Female
consumers might choose more opulent goods depending on when during the month they are
shopping. Researchers might explore how manipulated cues to competition affect women’s
conspicuous consumption. And, marketers may provoke different responses from the same
message at different times of the month.
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Figures

Figure 1: Percent of American versus Indian dishes chosen by Americans and by Indians
depending on whether disease concerns were salient (with standard errors).



70%

60%

50%

40% -

30% -

20% -

Percent of choices for U.S. foods

10% -

0% -

U.S. Participants

Indian Participants

45

H Control

1 Disease

Figure 2: Appeal of familiar and unfamiliar foods depending on whether disease concerns were
salient (with standard errors).
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Figure 3: Appeal of familiar and unfamiliar restaurant depending on whether disease concerns
were salient (with standard errors).
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Figure 4: Ratings of appeal for unpackaged (top) and packaged (bottom) familiar and unfamiliar
snacks by perceived vulnerability to disease.

5 A
4.5 1
- 41
2
% 3.5 1
e 3 —— Familiar
Lg ----Unfamiliar|
2.5 1
2
1.5 1
1 T 1
Low PVD High PVD




Food Appeal

4.5

35

—— Familiar

--#-- Unfamiliar

Low PVD

High PVD

47



48

1.2 The Time of Our Lives: Examining Utility from Experiential Consumption
Over Time
Symposium

Paper #1: The Material-Experiential Asymmetry in Discounting: When Experiential
Purchases Lead to More Impatience

*Joseph K. Goodman, The Ohio State University, USA (goodman.425@osu.edu)

Selin A. Malkoc, The Ohio State University, USA (malkoc@fisher.osu.edu)

Mosi Rosenboim, Ben-Gurion University of the Negev, Israel (mmm@som.bgu.ac.il)

Paper #2: The Influence of Creating Event Markers on Experienced Time and Enjoyment
*Gabriela Tonietto, Rutgers Business School, USA (gntl5@business.rutgers.edu)
Alixandra Barasch, New York University, USA (abarasch@stern.nyu.edu)

Paper #3: Sacrificing Enjoyment for the Sake of the Relationship

*Ximena Garcia-Rada, Harvard Business School, USA (xgarciarada@hbs.edu)
Michael I. Norton, Harvard Business School, USA (mnorton@hbs.edu)
Rebecca Ratner, University of Maryland, USA (rratner@rhsmith.umd.edu)

Paper #4: The Primacy of Experience: Comparing the Contributions of Anticipation,
Experience, and Memory to Total Utility

*Masha Ksendzova, Boston University, USA (mashak@bu.edu)

Carey K. Morewedge, Boston University, USA (morewedg@bu.edu)

Michael I. Norton, Harvard Business School, USA (mnorton@hbs.edu)

*Presenter for each project.



49

The Time of Our Lives: Examining Utility from Experiential Consumption Over Time
SESSION OVERVIEW

Time may be the most precious resource consumers have at their disposal, and a growing
literature suggests that consumers’ decisions about how to spend their limited time are crucial
determinants of their overall well-being (Aaker, Rudd, and Mogilner 2011; Mogilner, Chance,
and Norton 2012; Van Boven and Gilovich 2003). While ample research highlights the
importance of prioritizing experiences, there is limited research to guide people’s choices of
which experiences to consume (Bhattacharjee and Mogilner 2014) or how to consume them
(Tonietto and Malkoc 2016).

Given the importance of considering the multiple sources of utility we derive from
experiences across time (Elster and Loewenstein 1992; Kahneman 1994), this session contributes
to our understanding of experiential consumption at multiple stages: during the actual
experiences, beforehand while anticipating those experiences, and afterwards from the memories
and symbolic meanings of those experiences. Each paper focuses on a different piece of utility
from these stages: discounting of utility in anticipation, experienced utility, expected future
utility, and lay beliefs about how each source of utility contributes to total utility.

The first paper focuses on the discounting of utility in anticipation of future experiences.
Goodman, Malkoc, and Rosenboim find that consumers are more impatient toward
experiential compared to material consumption, discounting the future utility of experiences to a
greater degree. This arises from the singular consumption episode characterizing most
experiences, and declines when experiences are consumed over longer periods of time.

The second paper focuses on consumption utility. Tonietto and Barasch find that
generating content that marks the passage of time (i.e., event markers) during experiences
enhances utility. In particular, creating event markers increases engagement with the experience,
leading time to feel as though it is passing more quickly, and ultimately increasing enjoyment.

The third paper examines trade-offs between experienced and future utility. Garcia-
Rada, Norton, and Ratner find that consumers may choose a less desirable experience in order
to share that experience with a co-consumer. Sacrificing utility during the experience can signal
commitment to a shared future, and is associated with higher future utility from relationship
satisfaction.

Finally, the fourth paper bridges across anticipation, experience, and recollection.
Ksendzova, Morewedge, and Norton examine lay beliefs of how each of these components
contribute to total utility over time. They show that experienced utility is the primary contributor
to total utility, as people accord the experience more weight than other phases, regardless of its
duration.

Understanding how different sources of utility shift and interact over time is essential to
leading happier and more fulfilling lives. This session sheds new light on how consumers
evaluate multiple sources of utility over time, as experiences approach, unfold, and impart
enduring meaning. All four projects are working papers with at least three studies completed.
Given the widespread applicability of the issues discussed, we expect this session to attract
researchers interested in utility and experience, experiential versus material consumption,
happiness and well-being, the psychology of time, affective forecasting, and satiation. We hope
that these diverse approaches to studying experiential consumption will generate a lively and
fruitful discussion.
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ABSTRACTS
The Material-Experiential Asymmetry in Discounting: When Experiential Purchases Lead
to More Impatience
Joseph K. Goodman, The Ohio State University, USA
Selin A. Malkoc, The Ohio State University, USA
Mosi Rosenboim, Ben-Gurion University of the Negev, Israel

Short Abstract:

Most of the literature examining consumer impatience has predominantly considered
monetary outcomes (i.e., delaying dollars), assuming that how the money will be spent is
irrelevant impatience. This research studies systematic differences in impatience towards
material and experiential purchases and propose a key distinction between the two—the duration
under which a purchase is consumed. The authors propose that consumers are more impatient
towards experiential purchases compared to material purchases of equivalent value and that this
difference is driven by the greater number of consumption episodes associated with experiential
purchases.

Extended Abstract:

Consumers routinely decide whether and when to spend money on doing things
(experiential purchases) or having things (material purchases), either in the present or future.
When delaying consumption, consumers are impatient and show high rates of discounting (for a
review see Berns, Laibson, and Loewenstein 2007; Urminsky and Zauberman 2014). Yet, most
of the literature examining consumer impatience has predominantly considered monetary
outcomes (i.e., delaying dollars), assuming (perhaps implicitly) that how the money will be spent
is irrelevant to how consumers delay outcomes. We examine systematic differences in
impatience towards material and experiential purchases and propose a key distinction between
the two—the duration under which a purchase is consumed. Eight studies consistently show that
consumers are more impatient towards experiences and that it is due to the number of episodes
needed to consume material versus experiential purchases.

Studies 1A and 1B initially tested our prediction using a common technique where
participants are asked to generate material or experiential purchases. Study 1A asked participants
to imagine that they received “$1000 to spend on an experience [or material] good of your
choice.” Next, they completed a standard delay discounting task (e.g., Malkoc and Zauberman
2006). To rule out alternative explanations, we also measured excitement and anticipated regret
(neither had an effect). As expected, participants required higher premiums to delay an
experience (M=756.28) than a material good (M=310.70; F(1,344)=29.75, p <.001; Figure 1). In
Study 1B participants considered delaying either a $950 couch (material) or $950 vacation
(experiential) by 1 week, 1 month, and 3 months (within-subject). We again found a main effect
for purchase type, indicating that participants in the experiential condition (M=618.60) required
higher premiums to delay, and thus were more impatient, than those in the material condition
(M=263.78; F(1,160)=30.90, p <.001).
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Figure 1. Study 14: Time horizon by outcome type interaction, using self-generated material and
experiential purchases.
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The next three studies rule out two alternative explanations associated with experiential
purchases: social nature (Study 2), re-scheduling difficulty (Study 3a and 3b), and differences in
hedonic/utilitarian goals (Study 4). Study 2 was similar to Study 1B, except we added a third
condition where participants imagined a vacation experience alone (vs. with others) and we
changed the measurement of impatience to a repeated choice paradigm. Participants made a
series of ten choices, indicating preference between receiving their purchase now or next week
for additional compensation (from $0 to $450, in $50 intervals). As expected, consumers made
fewer impatient choices when delaying a material purchase (M=2.68) compared to delaying a
social experience (M=3.69; t(303)=3.44, p <.001) or a solitary experience (M=3.53;
t(303)=2.80, p < .01). The solitary and social experience conditions did not differ (t(303) <1).

Study 3a and 3b used incentive-compatible designs and controlled for rescheduling
difficulty. In Study 3a, we asked participants to schedule a massage appointment (experience) or
time to pick-up a massager (material) prior to indicating their intertemporal preferences. Next,
participants imagined delaying this purchase and scheduled their delayed appointment/pick-up
the following week. Finally, they completed the same repeated choice paradigm ($0-$45, $5
intervals). As expected, participants who considered delaying the experience made significantly
more impatient choices (M=2.17) than those who considered delaying the material item
(M=1.64; t(196)=2.14, p < .05). Study 3b compared novels (material) to movies adapted from the
same novels (experience) and again found that participants demanded more to delay seeing a
movie (Mexperientia=7.07) than receiving a book (Mmateria=4.47, F(1,191)=8.13, p <.01). Ruling
out the hedonic nature of experiences as the driver of the observed effect, Study 4 manipulated
the consumption goal (hedonic/utilitarian) in addition to material/experiential nature of the
purchase and again found that experiences led to more impatience (Mexperientia=4.34,
Mmateria=3.50, F(1,351)=9.11, p <.01), regardless of the consumption goal (consumption goal
did not moderate the effect either, F(1,351) <1, p>.6).

Study 5 tested our proposed process. In particular, we propose that the increased number
of consumption episodes in the material purchase condition is responsible for the observed lower
impatience. To that end, we introduced a third condition to Study 3a. In particular, while two
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thirds of the participants imagine receiving a massage (experience) or a massager (material), the
remaining third imagined receiving a weekly 15 minute HydroMassage (long experience). As
before, participants made significantly more impatient choices for the short experience (M=6.04)
condition compared to the long experience (M=4.97) and material (M=5.07) conditions
(F(1,287)=7.84, p < .01). More importantly and consistent with our predictions, we found no
difference between the long experience (M=4.99) and material (M=5.07) conditions (F(1,287) <
1). Several other alternative explanations were examined (ie, future focus, time perception,
feelings of ownership), but none could account for the results.

Finally, Study 6 further tested our process. We pre-tested different purchases that
matched on attractiveness, but differed in terms of material-experiential. We generated four
items for each of the four replicates: (1) material purchase consumed over a long time, (2)
material purchase consumed over a short time, (3) experiential purchase consumed over a long
time, and (4) experiential purchase consumed over a short time. As expected, participants made
significantly more impatience choices when delaying purchases consumed over a single episode
(M=4.02) compared to multiple episodes (M=3.47; F(1,187)=4.59; p <.05). Since our material-
experiential manipulation no longer varied in terms of consumption duration, we did not find a
main effect of purchase type (Mexperientia™=4.33 vS. Mmateria=3.51; F(1,187)<1; p > .5). That is, the
material-experiential asymmetry on impatience was eliminated once consumption duration was
controlled (see Figure 2).

Figure 2. Study 6: Number of impatient choices by purchase type.
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Our findings demonstrate that the type of purchase (i.e., material vs. experiential)
systematically alters the extent of consumer discounting and impatience, indicating that a
different consumption pattern over time can have significant effects on the compensation
consumers require to delay a purchase. This result helps explain why some research has found
vastly differently discount rates across experimental stimuli, particularly in quantitative
modeling and product adoption that has focused on durable (i.e., material) goods (Dube, Hitsch,
and Jindal 2015). Further, our results highlight an instance where material purchases, that are
ordinarily have negative associations (e.g., materialism, overspending), lead to a desirable
outcome (i.e., less impatience).
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The Influence of Creating Event Markers on Experienced Time and Enjoyment
Gabriela Tonietto, Rutgers Business School, USA
Alixandra Barasch, New York University, USA

Short Abstract:

The authors examine the effects of creating event markers, or generating content about an
experience (e.g., texting, writing notes), as that experience unfolds. While prior research has
found that event markers can elongate retrospective judgements of duration, the authors propose
that generating markers within an experience can have the opposite effect on experienced
duration, leading to the perception that time is passing more quickly and thus that the experience
is shorter. Six studies demonstrate that creating temporal markers increases engagement with the
experience, leads time to be perceived as passing more quickly, and ultimately increases
enjoyment.

Extended Abstract:

Consumers commonly create content about aspects of an experience as it unfolds. For
example, during an experience, consumers often write posts for real-time social media updates
and frequently send messages to others (Ahonen 2013) about their experience.

Importantly, when consumers generate information during an experience, they punctuate
the intervening events within the experience, creating event markers. Prior research suggests that
such markers can alter retrospective time perception and make events feel more distant
(Zauberman et al. 2009), while related work suggests that reminders of past events can enhance
utility from memory (Zauberman, Ratner, and Kim 2009). However, no past research
investigates how creating markers during experiences might affect current time perception and
enjoyment.

Building on prior research showing that activities which capture an unfolding experience
can increase engagement (Diehl, Zauberman, and Barasch 2016), we propose that creating event
markers will increase engagement as individuals search for content to mark, leading time to pass
more quickly and ultimately increasing enjoyment. That is, when consumers are more engaged,
they tend to pay less attention to the passing of time, which can lead time to feel as though it is
passing more quickly (Conti 2001), thus increasing enjoyment (Gable and Poole 2012; Sackett
et.al 2010).

Six studies test these predictions. Participants watched a video of a first-person virtual
tour before indicating time perception (how quickly time seemed to pass; how long the
experience seemed to last-reverse-scored), engagement (Studies 1, 4A, 4B), and enjoyment
(Studies 1-2).

In Study 1 (N=246), all participants imagined that they were experiencing a tour with a
friend. Those in the marker condition wrote five messages to their friend about the experience at
any point throughout the video. Those in the control condition simply watched the video and did
not write any messages. We found that those in the marker condition (M=40.33) perceived the
experience as passing more quickly than those in the control condition (M=27.50, p<.01), and
also felt more engaged (Mmarker=56.62, Mcontroi=45.36, p=.016) and enjoyed their experience
more Mmarker=43.53, Mcontroi=35.78, p=.08). Moreover, we found evidence for our proposed
serial mediation (markers—>engagement—>time perception—>enjoyment; 95% [CI]=0.418, 3.960).

In Study 2 (N=210), we included an additional control group where participants received
messages from a friend. We found that the effect is a unique outcome of creating markers, such
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that those who created markers perceived time as passing more quickly (M=32.09) compared to
both the control (M=18.54) and friend-generated content conditions (M=23.09, ps<.02), which
did not differ from each other (p=.25). Further, self-generated markers (M=30.66) led the
experience to be more enjoyable compared to both the control (M=20.60) and other-generated
conditions (M=18.61, ps<.01), which did not differ (p=.58). Replicating Study 1, we found
evidence for our proposed mediation (self-generated markers—>time perception—>enjoyment;
95% [CI]=0.731, 3.644).

In Study 3 (N=244), we sought to test the robustness of the effect to removing both the
sharing aspect and control over the timing of the markers. As such, participants in the marker
creation conditions wrote notes for themselves about their experience. Further, an additional
marker-creation condition was included in which participants wrote the notes whenever they
were prompted to do so rather than whenever they chose. We found that creating markers led
participants to perceive the experience as passing more quickly whether participants controlled
the timing of the markers (M=53.10) or not (M=60.53), compared to control (M=46.07, both
ps<.05).

Having demonstrated the core effect, we next sought to test the proposed role of
engagement. As such, in Studies 4A-4B, we manipulated the timing of the marker creation
within the experience, where participants either created all of their markers during the first
minute, the last minute, or throughout the experience by writing notes for themselves (4A;
N=128) or to a friend (4B; N=191). If engagement is indeed driven by searching for content
throughout the experience to mark, then creating all their markers at the beginning of an
experience should no longer feel engaging. Consistent with this, we find that content created
either throughout (Mswdy4a=51.83, Mswdy4s=48.54) or towards the end of the experience
(Mstudy4a=48.39, Mswudyss=49.32) led the experience to feel more engaging compared to content
created at the beginning (Mswdy4a=40.11, Mswdy4s=39.46, ps<.05). Creating content throughout
(Mstudy4a=46.20, Mswudysp= 50.92) or towards the end of the experience (Mswdy4a=46.56
Mswdyap=48.44) also increased the perception that time passed quickly compared to creating
content at the beginning (Mstudy4Aa=38.89, Mswdyss=37.18, ps<.05).

In Study 5 (N=107), we further tested the engagement mechanism by manipulating the
relevance of the created content, where only content relevant to the experience should increase
engagement. We found a significant 2 (relevance; within-subjects) x 2 (self vs. other-creation,
between-subjects) interaction (p=.014; see Figure 1), such that, for relevant content, self-
generated markers (M=42.81) led time to pass more quickly compared to other-generated content
(M=32.62, p<.01), but no such difference emerged for the irrelevant content (Msc1=32.76,
Mowmer=33.18, p=.92). Further, in the self-generated markers conditions, relevant content led time
to pass more quickly compared to irrelevant content (p<.01), but no such difference emerged for
the other-generated conditions (p=.86). such that self-generated markers only led time to pass
more quickly compared to other-generated content when the markers were directly relevant to
the experience.
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Figure 1. Study 5 Results
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Together, six studies demonstrate that creating markers by generating relevant content
about an unfolding experience can amplify enjoyment by increasing engagement and the
perception that time is passing quickly. This research contributes to the literature examining the
effects of event markers while providing implications for marketers to improve consumer
experiences by encouraging content-creation.

Sacrificing Enjoyment for the Sake of the Relationship
Ximena Garcia-Rada, Harvard Business School, USA
Michael I. Norton, Harvard Business School, USA
Rebecca K. Ratner, University of Maryland, USA

Short Abstract:

Across six studies, we examine how consumers in close relationships make decisions for
shared experiences. We suggest that consumers often sacrifice the objective quality of an
experience in order to share that experience with a co-consumer; in other words, they prefer a
shared but worse experience over a better quality one that they could enjoy alone. In our work,
we show that such sacrifices are associated with higher relationship quality and examine two
factors that shape how consumers make these choices: the type of experience and the type of
relationship with their co-consumer.

Extended Abstract:

When taking a flight, faced with the choice of two uncomfortable adjacent seats in the
last row of the plane, or two seats in the economy comfort section that are not next to each other,
what do consumers in relationships choose? We explore decisions about such shared experiences
and examine the consequences of these choices for satisfaction with both the experience itself
and the relationship. We suggest that some interaction partners compromise the objective quality
of an experience to share that experience with a co-consumer (such as a romantic partner) — and
that such choices are associated with higher relationship satisfaction.

Previous work has shown that shared experiences can be more pleasurable and preferred
over both solo experiences and material possessions (Caprariello and Reis 2013). Sharing an
activity with another person amplifies the experience (Boothby, Clark and Bargh 2014) and leads
to more coherent evaluations (Ramanathan and McGill 2007). Moreover, consumers often feel
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inhibited from engaging in hedonic public activities alone as they anticipate negative inferences
from others about their social connectedness (Ratner and Hamilton 2015). We build on this work
and suggest that consumers not only prefer sharing an experience with someone else over
enjoying alone but that they will sacrifice objective quality of the experience to enjoy the
experience right next to a close other (H1). Additionally, we build on work on interpersonal
closeness to demonstrate that the type and quality of a relationship can explain how consumers
make choices for shared experiences. We argue that because consumers in close relationships
perceive themselves as interdependent and focus on sharing their resources and perspectives with
close others (Aron & Aron, 1986; Berscheid, Snyder, & Omoto, 1989) they will be more likely
to choose shared worse experiences (H2A). Specifically, in the context of romantic relationships,
we hypothesize that such sacrifices are associated with higher relationship quality (H2B).

In Studies 1A and 1B, we document this ubiquitous phenomenon. First, we analyzed Trip
Advisor reviews of the interactive play “Sleep No More.” This is an experience that has been
designed to be enjoyed solo: the company encourages visitors to have a unique solo experience
and then exchange stories with other group members at the end. We obtained 675 reviews
submitted by consumers who visited this show. Two coders read the reviews and identified how
the person went through the play (1=alone, 2=with other people, O=unclear). We find that 26.7%
of the visitors decided to stay with their co-consumer(s) and that these people reported enjoying
the experience significantly less (Mreview rating =3.23, SD=1.54; n=40) than those who went
through the experience alone (Mieview rating=4.39, SD=1.05, n=110, #52.69)=4.42, p<.001). In
Study 1B, we document these sacrifices using a broader set of experiences (N=200). We asked
participants to indicate whether they could recall a time when they had to choose between
enjoying an experience with someone or taking a better experience but enjoying it separately or
alone. Seventy-one percent said they could recall facing this decision, and 60% of these
decisions were made over the last year. Taken together, Studies 1A and 1B suggest that choices
between better experiences or shared experiences are common.

Studies 2A and 2B explored whether such seemingly suboptimal choices — worse
experiences — may come with benefits: better relationships. We recruited participants in romantic
relationships (Study 2A; Mturk N=200) and romantic dyads (Study 2B; Panel N=216) and asked
them to make choices for several experiences they could share with their romantic partner. We
created multiple vignettes describing experiences that involved a decision between a “good
apart” option and a “bad together” one. We manipulated the quality of the experiences by
varying the level of comfort (e.g. seats for a flight), duration (e.g. time of a videogame), location
(e.g. front row vs. last row seats for lecture), and perceived quality (e.g. basic vs. premium spa
session). In these two studies, we observe that consumers generally prefer a “bad together”
experience to a “good apart” one (proportion of people who chose “bad together” for each
activity ranges from 50-96%, see Figure 1) and that quality sacrifices are greater when there is
more opportunity for interaction during the experience. Interestingly, we find that giving up
quality of experience (i.e., choosing “bad together” experiences over “good apart” ones)
positively correlates with relationship quality measures such as satisfaction, commitment,
gratitude, and interpersonal closeness (these effects hold in our two samples, all ps<.05).
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Figure 1. % of participants who chose a shared but worse experience
g p D 9%

96 96

91
. 27 80 81 86 86 87 e

70
64 65
60
50 52

) & Ry & = ) ) X <
d\& 0@\0 \\‘\&J @‘: Q\\q}\ og,é\ 04\2‘. QBQJ \¢\°§ \gj.’o OQ""{& QA\%\ K\oé\ 4\06 g\b {bo{b(\ Q)%

v ng"’% *ogD > 4\59 PRy © é‘& z,*& & & Q—e‘é

& S Q‘b Q\‘ ;i \\\0 Q-\Q &\5

In the final two studies, we manipulate the type of experience (Study 3) and the type of
relationship (Study 4) and examine how these two dimensions impact choices. In Study 3, we
framed the same experience (a cooking class) either as utilitarian or hedonic and asked
participants to choose seats (N=200). We observe that 77% of participants chose two adjacent
seats in the last row of the class where they couldn’t see the instructor properly (over two non-
adjacent first row seats) when they had a hedonic goal compared to 60% when they had a
utilitarian goal (y*(1)=6.70, p=.010). In Study 4, participants were asked to choose seats for a
flight they were taking with their romantic partner, a close friend, or a distant coworker (N=303).
We find that participants in the partner condition displayed the highest level of sacrifice (56.4%
chose the two adjacent seats in the last row of the plane over two comfortable non-adjacent
seats), followed by close friends (38.0%) and distant coworkers (11.8%; ¥*(2)=40.80, p<.001).

Our results contribute to research on shared experiences, examining when and why
consumers make quality tradeoffs for shared experiences with close others. Our archival data
suggests that being alone can enhance the quality of the experience, but our relationships data
suggest that being together leads to happier couples. Thus it appears that, in some cases, people
must choose either to enjoy the experience or solidify their relationships: compromising an
experience can help to keep relationships from being compromised.

The Primacy of Experience:
Comparing the Contributions of Anticipation, Experience, and Memory to Total Utility
Masha Ksendzova, Boston University, USA
Carey K. Morewedge, Boston University, USA
Michael I. Norton, Harvard Business School, USA

Short Abstract:

The total utility of an event is the sum of the utility provided by its anticipation,
experience, and recollection. Most models of total utility propose to weight phases equally, by
duration. While the duration-weighted approach suggests that experienced utility should
contribute relatively more to total utility as experience duration increases, we uncover a lay
belief in the general primacy of experience. In five studies, we find that people accord
experience more weight than other phases, regardless of its duration.
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Extended Abstract:

In his conceptualization of the total utility provided by an event - the total pleasure or
pain it afforded across its anticipation, experience, and recollection, Bentham (1789) envisioned
a duration-weighted approach. In his view, the assessment of total utility should account for the
intensity of pleasure or pain an event incurred at each moment in time by the amount of time
pleasure or pain was incurred, irrespective of phase. Current proposals echo this suggestion,
assuming that duration weighting is the optimal way to aggregate the total utility of events — the
utility provided by their anticipation, experience, and recollection (Kahneman, 1999). These
models assume that people perceive utility derived from phases of experiences to carry the same
weight, an assumption we test in our five studies: do people believe that anticipation, experience,
and memory contribute equally to total utility, or are some kinds of utility more impactful than
other kinds?

In Study 1a (N = 99; within-subjects), we prompted participants to generate examples of
three pleasant and three unpleasant events lasting five, twenty, or sixty minutes. For each event,
participants then rated the relative contribution of anticipation, experience, and recollection
(between 0% and 100%) to the total utility provided by that event. A duration-weighted approach
would suggest that the utility of experience should contribute less for shorter than longer events.
Regardless of event duration, however, participants reported that experience contributes more to
total dis(utility) than do anticipation and memory (F' = 230.53, p <.001; see Figure 1).
Additionally, in Study 1b (N = 100; valence between-subjects, duration within-subjects), we
examined events lasting seconds, minutes, hours, and days, and again found participants rated
utility from experience to be the primary contributor, regardless of event duration (F = 196.71, p
<.001; see Figure 1).

Figure 1. Perceived contribution of anticipation, experience, and memory to total (dis)utility of
events in Studies 1a/b.
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In addition to the perceived contributions of each phase, we examined people’s choice
between phases of an event. To do so, in Study 2 we first asked participants to generate examples
of positive or negative events lasting seconds, minutes, hours, and days (N=200; valence
between-subjects, duration within-subjects). For all listed events, participants then engaged in a
thought experiment. Some imagined, for positive events, that they were able to feel pleasure
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during only one phase of their choosing. Others imagined, for negative events, that they were
able to block negative feelings during one phase of their choosing. Overall, people chose to
preserve positive experience and block negative experience most often (64% and 76% of the
time, respectively). Further, contrary to the duration weighting approach, the choice of
experience, over anticipation and memory, did not decrease for shorter events. In fact, as
duration decreased, choice of experience increased (5 =-.47, 95% CI [-.90, -.04], p <.05).

Then, in Study 3 (N=100; within-subjects), we investigated whether people believe that a
unit of experience, compared to equal units of anticipation or memory, has greater impact on
total utility. We asked participants to imagine going on an enjoyable date — a date which they
hypothetically anticipate, experience, and recall each for three hours. Thus, duration of each
phase was held constant. Next, participants imagined that one minute was randomly selected
from the three hours of each phase and rated the desirability of that minute. For each phase (in a
random order), they also rated the desirability of five, fifteen, thirty, and sixty minutes on a 0-
100 scale. Although people perceived longer durations of pleasure as more desirable than shorter
durations (M1 = 40.58, Ms =45.73, M5 = 52.25, M3o = 59.49, Mso = 69.68; Fauration = 67.08, p <
.001), they rated experience segments as more desirable than equal segments of anticipation and
remembering (Mexperience = 60.72 vs. Manticipation = 45.80 and Mmemory = 54.11; Fphase = 23.71, p <
.001; £=6.01, £ =3.89, ps <.001]).

Moreover, in considering that people may think of experientially-driven events when
judging the utility of phases, we employed more conservative tests. In Study 4 (N=100; within-
subjects), we asked participants to name pleasant and unpleasant events for which a)
anticipation, b) the experience itself, or c) its recollection defines the nature of that event. We
again examined weighting by observing choices: for each event, participants again engaged in a
thought experiment. Some imagined for positive experiences that they were able to feel pleasure
during only one phase of their choosing. Others imagined for negative experiences that they were
able to block negative feelings during one phase of their choosing. For all positive and negative
events, participants were in no cases more likely to preserve or block a phase other than
experience (e.g., 52% chose experience and 33% chose anticipation for anticipation-defined
events, whereas 73% chose experience and 11% chose anticipation for experience-defined
events). More specifically, a nested multinomial model indicated that anticipatory event features
indeed increased choice of anticipation over experience (posterior mean = 1.77, 95% CI [1.12,
2.37], p <.001), just as memory-based event features increased choice of memory over
experience (1.93, 95% CI [1.35, 2.48], p <.001). However, despite these influences, participants
were overall more likely to choose experience over anticipation (2.30, 95% CI [1.81, 2.79], p <
.001) and over memory (1.93, 95% CI[1.49, 2.44], p <.001).

In these studies, we find that people see experienced utility as the primary driver of total
utility, as revealed in their choice of experience and perceptions of its greater relative
contribution. This primacy of experience does not weaken as event duration decreases.
Moreover, people perceive a unit of experience to have greater impact on total utility, compared
to equal units of anticipation or memory. Together, our findings shed light on a lay belief that
appears to contradict the duration-weighted assumptions of class proposals of total utility.
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1.3 Thy Self & Others: Are you Reading this on the App? The Consumer Online
Individual Papers

The Intent to Persuade: Spontaneous Emotionality in Word-of-Mouth Communications
Matthew Rocklage, Northwestern University, USA*

Derek Rucker, Northwestern University, USA

Loran Nordgren, Northwestern University, USA

Influential models of emotion suggest that emotions evolved, in part, to influence others (Frijda
and Mesquita 1994). Indeed, emotional appeals can be effective persuasion tools (e.g., Clark and
Taraban 1991), but only against the right audience (e.g., Fabrigar and Petty 1999). The present
research seeks to understand 1) whether individuals intensify their emotionality to persuade and
2) how deeply rooted this use of emotionality might be. Can the mere activation of an intent to
persuade lead people to spontaneously increase their reliance on emotion? And might they rely
on emotion even when it is likely to be ineffective?

One obstacle to answering these questions is that many consumer communications occur through
text (e.g., online reviews), thereby making the measurement of emotionality difficult. However,
the current research takes advantage of recent methodological advances in this area. Specifically,
Rocklage and Fazio (2015; Rocklage, Rucker, and Nordgren in press) introduced and validated
the Evaluative Lexicon (EL) — a computational linguistic tool that quantifies language in terms of
its implied emotionality. The EL allows researchers to quantify differences between more
emotional adjectives such as “wonderful” and “lovable” versus more cognitive adjectives such as
“helpful” and “excellent.”

EXPERIMENTS

Experiment 1 (n = 778) tested the link between the intent to persuade and emotionality. All
participants were asked to write a 5-star review for one of 20 products. However, those in the
“Persuade” condition were additionally asked to persuade others to purchase the product.
Moreover, we compared the emotionality of these reviews to real-world 5-star reviews of the
same products from Amazon.com (n = 840). These reviews provide a naturalistic baseline for the
emotionality expressed toward these products. Attesting to their 5-star nature, the reviews did not
differ in their positivity (F(2, 1605) = 1.74, p = .18). However, across the products participants
with the intent to persuade used greater emotionality compared to both those in both the control
condition and the real-world Amazon.com reviews (F(2, 1605) = 3.63, p =.027).

Experiment 2 (n = 288) provided a further test of the hypothesis. To hold both knowledge and
positivity constant, we asked participants to recall a 5-star novel they had read. Moreover, it has
been theorized that using emotionality to affect others can often be enacted without much
deliberation due to its relatively overlearned association with impacting others’ behaviors (Frijda
and Mesquita 1994). To test the deliberative nature of the process, we manipulated the cognitive
load participants experienced by having them memorize either a 2- or 8-digit passcode. We also
manipulated the intent to persuade more naturalistically via a referral program: we informed half
of the participants they would be paid $1.00 for each future participant who selected their book
based on their review. The other half of participants were given no incentive. Finally, we asked
participants to list the 3-5 positive adjectives they would use to describe their evaluation. As in
Experiment 1, individuals with the intent to persuade expressed greater emotionality than those
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in the control condition (F(1, 283) = 10.40, p = .001). Moreover, these results were not
moderated by cognitive load (F(1, 283) = 1.54, p = .22), which suggests the process is less
deliberative and more spontaneous.

The pervasiveness of these effects suggest that consumers may rely on emotional arguments
even in situations when such appeals may be suboptimal. Previous work indicates that emotional
appeals can backfire with more rational, cognitive audiences (Haddock et al. 2008). Would
people continue to use more emotional appeals even when they could backfire?

In Experiment 3 (n = 781), we used a similar procedure to Experiment 2 but we added conditions
to test the effect of audience. Based on the results from a pilot study, we preregistered this
experiment (https://osf.io/vbuqn/). We asked participants to think of the last restaurant they ate
at. There were four conditions. Two of the conditions (control and “Persuade — No Group™) were
provided similar instructions as in Experiment 2. However, two additional “Persuade” conditions
were given specific groups to persuade. Based on pretesting, those in the “Emotionalists”
condition were told their reviews would be shared with artists, dancers, and musicians from a
group named “The Emotionalists.” Those in the “Rationalists” condition were told they would be
shared with a group of scientists, mathematicians, and economic analysts named “The Society
for Applied Rationality and Mathematics.” Replicating the findings of Experiment 2, those
incentivized to persuade used greater emotionality than the control condition (#(378) = 2.18, p =
.03). Most importantly, those in the “Rationalists” condition used greater emotionality compared
to those in the control condition (p =.026; see Figure 1). Participants used greater emotionality
even when it was likely to backfire (e.g., Haddock et al. 2008).

CONCLUSIONS

Although prior research has recognized the intent to persuade as an important motive in word-of-
mouth communications, little work has explored how this motive shapes the very nature of
people’s communications. We find that the intent to persuade led consumers to spontaneously
intensify the emotionality of their language. We also provide evidence that emotionality may
represent a default approach to persuasion that requires relatively few cognitive resources to
implement. Finally, people relied on emotion even when it could backfire given the audience. In
summary, the present work takes strides to inform our understanding of how the intent to
persuade affects the very language used in word-of-mouth communications.
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Figure 1 — Comparison of emotionality used by reviewers based on condition. Error bars
represent £1 standard error of the mean (SEM).
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Textual Paralanguage and Emotional Contagion: Social Proof in the Online Transmission
of Emotion

Gopal Das, Indian Institute of Management Rohtak, India*
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Anirban Mukhopadhyay, HKUST, Hong Kong

Many observers have commented on the de-individuation and isolation created by
technological innovations such as smartphones. With individuals spending up to five hours a day
on social media, commentators have expressed fears about a society where people are unable or
unwilling to connect with one another face-to-face (Thomson, 2017). Given that people spend
much of their social lives online, we explore the consequences of doing so. Specifically, we look
at how a person’s emotional reactions to a social media post may be influenced by the type and
distribution of textual paralinguistic cues (e.g., emojis) that accompany the post.

Textual Paralanguage (TPL) expresses audible, tactile, or visual elements of face-to-face
communication in written form (Luangrath, Peck, & Barger, 2017). TPL is powerful because it
can reinforce and augment message content. For example, the message “I am leaving” carries
very different connotations if accompanied by a © versus a ®. Given its recent development
(and despite its ubiquity), little research has examined how TPL affects consumers. This research
examines how other people’s emoji usage in social media posts influences consumers’ own
emoji responses and experienced emotions. More specifically, we explore whether emotional
contagion can occur online, using emojis as a novel form of emotional communication.

Prior research on contagion has shown that individuals’ emotional states can be
transmitted to others, leading them experience the same emotions (Schachter & Singer, 1962).
Work in this area has generally focused on emotional contagion via physical expression, and in
the presence of identifiable others. In contrast, we argue that emotional contagion can occur via
the use of emojis in an online, de-individuated context. We predict that people who see how
others have responded to a given social media post will use the distribution of observed emojis as
an input to their own responses to that post. Hence, the same post may generate different patterns
of emoji responses, depending on initial responses to the post. A sample of 100 posts (with
nearly 200,000 emoji responses) collected from CNN’s Facebook page supported this
observation: emoji reactions (i.e., like, love, haha, wow, sad, angry) to a given post were strongly
influenced by the first emoji response to the post. We hypothesize that this effect occurs because
greater unanimity among past responses signals a social norm and leads to lower emotional
ambivalence in the observer, increasing their likelihood of responding in a similar manner. We
tested these predictions in four experiments.

Study 1 tested whether consumers’ emoji choices were influenced by previous responses.
MTurk participants (N=95) imagined that a friend had posted a mixed emotional Facebook
update (i.e., happy and sad; Williams and Aaker 2002) about their grandmother’s passing. We
manipulated the emoji responses that appeared below the post. Participants saw either no prior
responses (all emojis were zero), one heart emoji response (all others zero), or one sad emoji
response (all others zero). They then reported which of the six emojis they would choose if they
were to respond to their friend’s post. As expected, manipulated responses (heart vs. sad vs.
control) affected participants’ responses: those who saw an initial heart (sad) emoji were more
likely to select this emoji as their own response (p < .04).

Using the same 3-cell design, study 2 (N=389) aimed to replicate and extend study 1.
MTurk participants viewed a mixed emotional Facebook post about moving which had either
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zero responses, one heart emoji response, or one sad emoji response. Participants selected which
emoji they would respond with and reported how they felt on each of 14 emotion items.
Replicating study 1, participants’ responses tended to match the initial emoji (p <.01). Analysis
of felt emotions revealed two main factors, representing negative and positive emotions. We
used a difference score between these factors to assess emotional ambivalence and found that
manipulated response predicted ambivalence (p <.02). Participants in the heart and sad
conditions felt more (less) positive and less (more) negative emotion, respectively, than those in
the control condition. PROCESS analysis (Preacher & Hayes, 2014) showed that ambivalence
mediated the relationship between manipulated condition and participants’ responses (CI: .01-
34).

Using the same design and Facebook post from study 1, study 3 (N=199; undergraduates)
tested whether our effects held for multiple initial responses. Here, the control condition again
showed zero emoji responses, the heart condition showed 102 like, 101 heart, and 40 sad emojis
(other emojis were zero), and the sad condition showed 102 like, 40 heart, and 101 sad emojis
(other emojis were zero). Participants’ emoji response patterns replicated prior studies (p <.02).
Further, participants in the heart and sad conditions had lower emotional ambivalence than those
in the control condition (p < .04), and ambivalence again mediated the relationship between
manipulated condition and participants’ responses (CI: 0.003-0.21).

Our final study (N=391) explored the role of social norms using a purely sad Facebook
update where the poster’s dog had died. We manipulated norms across four conditions by
varying the proportion and volume of responses: 10 sad, 5 like; 100 sad, 50 like; 100 sad, 5 like;
or 0 emoji responses. We expected that a greater volume and proportion of sad responses would
increase the probability that participants would respond with a sad emoji. After viewing the post,
participants indicated which emoji they would respond with and reported their felt emotions. As
in prior studies, manipulated responses influenced participant’s emoji responses (p < .001), such
that those in the 100 sad, 50 like condition used the highest proportion of sad emojis (27.2%).
Further, participants who chose a sad emoji felt sadder (p <.03), and ambivalence mediated the
relationship between manipulated condition and participants’ responses (CI: 0.01-0.03).

In four studies, we find that individuals’ emoji responses and felt emotions are affected
by the emojis displayed on social media. This research provides an initial exploration of how,
when, and why TPL affects consumers, demonstrates that emotional contagion can occur in a de-
individuated, online context, and shows that these effects are driven by social norms and
emotional ambivalence.
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How Sharing Health-Related WOM Affects Health Risk Perception
Frank Zheng, University of Texas at Austin, USA*
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The emergence of social media has dramatically changed health communication practices by
enabling sharing. Public health organizations believe encouraging followers to transmit health-
related WOM would increase followers’ engagement thus promoting awareness of potential
health risks (Heldman, Shindelar and Weaver 2013). The extant literature has indeed shown that
increasing accessibility of risk information increases risk perceptions (Raghubir and Menon
1998). In contrast, we posit that having people share health risk messages with close (versus
distant) friends can ironically lead to the decreased health risk perception. In six experiments, we
examined and provide supporting evidence for an empathy mechanism.

The empathy mechanism proposes that after sharing the risk information with close (vs.
distant) friends, people with higher empathy ability are more likely to make protective inferences
that their close friends will be safer (Dubois, Bonezzi, and DeAngelis 2016) resulting in lower
perceptions of self-risk due to greater self-other merging (Batson et.al, 1997). As females have
been shown to have greater empathy than males (Davis, 1980), this mechanism would predict
reduced risk perceptions for females (vs. males) as a consequence of sharing health risk
information with close (vs. distant) friends.

In study 1, 120 MTurk participants were randomly assigned to a 2 (sharing vs. not
sharing message) x 2 (friends: close vs. distant) between-subjects design. Participants were first
instructed to write down the initials of one of their closest (or a distant) friend. Then they read a
news article about the risk of pesticides in fruits and vegetables sold in the U.S. and suggestions
on purchasing organic produce. In the sharing condition, participants composed a message based
on that news article they just read to send to their recalled friend. In the no sharing condition,
participants directly proceeded to dependent measures. All participants assessed how likely they
would encounter food contained pesticides. Consistent with our hypothesis, a significant
interaction of sharing and closeness on self-risk perception was found (F (1, 116) = 5.20,
p=0.024). Composing and sharing a message with close friends led to significant lower self-risk
estimates than control condition (M control = 6.41 vs M sharing = 5.65, F' (1, 116) = 5.01, p=0.03),
while no significant difference was found in the distant friend condition (M control = 6.05 vs M
sharing = 6.28, F' (1, 116) = 0.7, p=0.4).

Study 2 extended Study 1 by assessing the moderating effect of gender with 252
undergraduate participants. Supporting our prediction of an empathy mechanism, females
sharing a message with close friends led to marginally lower self-risk perceptions than control
condition (M control = 6.03 vs M sharing = 5.36, p=0.08), while no significant difference was
found in the distant friend condition (M control = 5.42 vs M sharing = 5.64, p>.20). Further, men
displayed an opposite pattern with a marginal main effect of sharing such that sharing increased
risk perception versus control condition (M control = 5.19 vs M sharing = 5.70, p=0.08) with no
difference as a function of social closeness (p>.40).

Study 3 aimed to replicate the core finding with a new context (E.coli contamination in
Chipotle) and disentangle the effect of writing a message and sharing a message. 189 participants
from MTurk were assigned into four conditions: writing-plus-sharing a message, writing a
message alone, sharing a message alone and control. Participants only recalled their close
friends. We analyzed the data including gender as a factor to gain insights on the empathy
mechanism. Results showed significantly lower self-risk perception for female participants only
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after both writing and sharing the message (M control = 3.84 vs M sharing + writing = 3.06, F' (1, 37)
=4.11, p=0.0498). Moreover, the results were suggestive that the effects of writing and sharing
on female’s self-risk perception were additive (M control = 3.84, M writing alone = 3.53, M sharing
alone = 3.26, M sharing+writing = 3.06).

To further explore the empathy mechanism, study 4 measured empathy directly with a 2
(sharing + writing message vs control) x 2 (gender) design examining sharing with close friends
only for 128 participants. First, we confirmed that females (M=5.70) had a higher empathy level
than males (M=4.67), p <0.001. Importantly, we replicated the gender x sharing interaction (p =
0.02) findings that sharing reduced risk perceptions for females and increased risk perceptions
for males. Moreover, we found a marginally significant empathy x sharing interaction (p = 0.07)
in which sharing risk information reduced (increased) self-risk perception for higher (vs. lower)
empathetic participants.

Study 5 further tested the empathy mechanism by examining participants’ estimation of
close friends’ risk. We successfully replicated the effect of sharing with close friends on
decreased self-risk perception in female participants. Moreover, a moderated mediation analysis
showed that estimation of close friends’ risk mediated the effect of sharing risk messages on self-
risk perception only when participants were female (higher empathy level) (CI: -1.2382 to -
0.1429).

Finally in study 6, we explored the empathy mechanism by introducing another
moderator: WOM recipients’ vulnerability to the health risk. If sharers perceive their friends as
less vulnerable to the risk that they mentioned in the message, their protective motivation
towards close friends would be attenuated and the motivated reasoning process on perceived risk
will be weakened subsequently. 142 MTurk participants were randomly assigned into a 2
(sharing vs no sharing) x measured gender variables x measure perceived friend’s vulnerability
between subjects design, with a new context of Listeria contamination in Sabra hummus. We
found a significant three-way interaction among sharing or not, gender and perceived friends’
hummus consumption frequency, as an indicator of friends’ vulnerability to the risk
(F(1,134)=6.58, p=0.01). For participants who perceive their close friend as more vulnerable to
the Listeria contamination risk, we replicated the previous findings that sharing health risk
information decreased females’ (not males’) self-risk perception. While there’s no such effect for
participants who perceive their close friend as less vulnerable to the Listeria contamination risk.

In sum, this research examined a counterintuitive effect that sharing risk information with
close friends can reduce risk perception for high empathy participants.
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Expert professionals have long played a number of important roles in marketing, such as
endorsing products in advertising campaigns and writing reviews to inform consumers.
Researchers on expert professionals have highlighted the superiority of experts over novices
(Alba & Hutchinson 1987; Solomon 1990). However, with the explosive growth of user-
generated content, we are now seeing the emergence of a new type of “expert”, the expert user,
as third-party review platforms are recognizing their highest contributing users, and it remains
unclear whether the superiority of expert professionals permeate to expert users. In this research,
we examine if, and how, reviews generated by expert and novice users differ in (i) their impact
on shifting user rating averages (Studies 1-3), and (ii) their perceived helpfulness by readers
(Studies 4-5).

Research in social and cognitive psychology suggest that we have a tendency to simplify
our understanding of the world in a categorical/dichotomous manner; we create dichotomous
distinctions, such as good or bad, right or wrong (Billig & Tajfel 1973). However, with greater
experiences within a domain, our thinking within that domain tends to shift from dichotomous to
gradient (Galinsky & Moskowitz 2000). Given the relationship between familiarity and gradient
thinking, we predict that novice (expert) users, by their nature of having less (more) domain-
related experiences, adopt a more polarizing (gradient) evaluation approach — that is, they are
more likely to assign 1 and 5 (2, 3, and 4) star ratings — relative to their counterparts. Differences
in evaluation approaches have important consequences on the shifting (vs. anchoring) of user
rating averages; a polarizing (gradient) approach will have more impact on shifting existing user
rating averages that are low-to-moderate (high).

Study 1 tested whether novice (expert) users adopt a more polarizing (gradient)
evaluation approach, and whether these different approaches impact the shifting (vs. anchoring)
of user rating averages. Scraping and analyzing over 130,000 reviews on 60 hotels, spanning 4
cities, on qunar.com, a major Chinese online travel review platform, we find that relative to their
counterparts, novice users are more likely to assign 1 and 5 stars (both p <.001), whereas experts
are more likely to assign 2, 3, and 4 stars (all p <.001). Further, we find that the polarizing
[gradient] approach adopted by novices [experts] has more impact on shifting user rating
averages of hotels that have low-to-moderate [high] ratings (5 =-0.035, p <.01 [ =0.018, p <
.01])
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Study 2 shows that the different evaluation approaches adopted by novice and expert
users, as demonstrated in Study 1, are replicated in reviews (over 180,000 reviews on 60 hotels,
spanning 6 cities) on tripadvisor.com, a predominantly North American review platform, not
only in assigned star ratings, but also in underlying review sentiment.

Study 3, an experiment (N=190) with a 2 familiarity (high vs. low) x 2 description
valence (positive vs. negative) between-subjects design, shows that priming a facet of expertise,
familiarity with the focal service, reduces the extremity of ratings (Mumitiarity_high = 1.29 vs.
Miamitiarity 1ow =147, t=2.12, p <.05), which reflect the gradient approach favored by experts in
our earlier field data.

In the next part, we turn towards readers of reviews and incorporate their outcomes in our
investigation on expert users. By their superior nature, expert (vs. novice) users are expected to
generate more helpful reviews; however, this effect is likely not consistent across device types.
Recent research on mobile devices suggest that the physical experience of generating content on
smartphones (vs. PCs) enhances the use of emotional language in reviews (Melamud et al. 2015),
which increases review favorability (Ludwig et al. 2013). Melamud et al. (2015) argue that using
a smartphone (vs. PC) is more cognitively taxing because of its smaller features (smaller screen
and keyboard), which leads users to engage in more emotional processing. Research on the
cognition of experts show that experts require less cognitive effort than novices to perform at
comparable levels in their domain-specific tasks (Alba & Hutchinson 1987). In light of this
difference, we predict that experts are less influenced — use less emotional language and hence
receive less benefit — when generating reviews on smartphones (vs. PCs).

In Study 4, analyzing reviews from tripadvisor.com (same dataset used in Study 2), we
find that expert users generate more helpful reviews (f = 0.043, p <.001). However, the effect of
reviewer expertise is not consistent across device types (5 =-0.061, p <.001). On desktop
computers, experts generate more helpful reviews (f = 0.045, p <.001). However, on mobile
devices, novices generate more helpful reviews (f =-0.037, p <.05). This reverse effect is driven
by asymmetric changes in review quality (review depth and photos) and review emotionality
(sentiment and rating).

Study 5, an experiment (N=190) with 2 expertise label (“expert” vs. “novice”) x 2 device
label (“via mobile” vs. “via desktop”) x 3 quality (low, medium, high) between-subjects design,
examines the role of labels and quality on review helpfulness. Results show no significant effect
of labels, but a significant positive effect of quality (F(1,183) = 5.37, p =.02). We conclude that
observed effects of expertise and mobile, as found in Study 4, are driven not even in part by
associated labels, but rather purely by the changes in review content that derive from the ability
developed as an expert user and the physical experience of generating reviews on smartphones.

To conclude, this research unravels instances where novice users are “better” than expert
users: (1) novices have more impact on shifting user rating averages that are low-to-moderate,
which is driven by their polarizing evaluation approach, and (2) novices generate more helpful
reviews on mobile devices, which is driven by asymmetric changes in review quality and review
emotionality when generating reviews on smartphones (vs. PC). These findings are especially
important to firms as consumers move away from traditional offline media and towards online
digital media where user-generated content plays an increasingly larger role in shaping consumer
choice.
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1.4 Goals and Motivation: Self-Control
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Giving into temptation when thinking about money: Money, time, and self-control
Kelly Kiyeon Lee, Georgetown University, USA*
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Consumers constantly face self-control dilemmas when choosing an indulgent snack vs. a
healthy snack, staying home to watch a TV show vs. going to the gym to work out, and receiving
a smaller sooner reward vs. a larger later reward (Dhar & Wertenbroch, 2012; Loewenstein,
1996; Trope & Fishbach, 2000; Vohs, Baumeister, & Schmeichel, 2012). The failure of self-
control can lead to many social and personal problems such as drug addiction, obesity, and
infidelity (Haws & Winterich, 2013; Loewenstein, 1996). Although considerable research has
studied various factors that can impact self-control (Dalton & Spiller, 2012; Fedorikhin &
Patrick, 2010; McFerran et al., 2010; Gollwitzer, 1999; Mukhopadhyay et al., 2008; Nikolova,
Lamberton, & Haws, 2016), interestingly, no prior work has investigated how thinking about
money versus time impacts self-control. This is an important omission because money and time
are two of the most valuable resources for consumers, and self-control is central to consumer
decision.

In this investigation, we explore whether thinking about money rather than time impairs
self-control. Emerging research has begun to reveal that thoughts about money promote self-
interested preferences. For example, merely thinking about money makes people commit more
self-interested, immoral acts than thinking about time (Gino & Mogilner, 2014); exposure to a
large amount of money leads people to cheat more for financial gain (Gino & Pierce, 2009); or
activating thoughts about money leads people to focus on acquiring possessions (Mogilner &
Aaker, 2009). Extending these findings, we propose that when consumers think about money
rather than time, they are more likely to lose self-control, because they experience a hot state.
Prior work supports our proposed link between money and the hot system. In particular, money
itself is an object of desire and serves as a strong driving force and incentive that is similar to
drug (Lea & Webley, 2006). Relatedly, money can elicit strong affective responses such as greed
and desire for greater enjoyment (Gneezy, 2005; Plassmann et al., 2008). Building on these
findings, we predict that thinking about money is likely to activate the hot system that is affect-
driven. In contrast, we expect that thinking about time is likely to activate the cool system that is
more rational, because existing research suggest that thinking about time leads to greater
reflection about the self (Gino & Mogilner, 2014; Mogilner & Aaker, 2009) and reflection about
life satisfaction (Fredrickson & Carstensen, 1990). Taken together, we suggest that thinking
about money (vs. time) will lower people’s self-control by eliciting the hot state (vs. the cool
state).

Four studies were conducted to test this hypothesis. In Study 1, participants were asked to
find songs that have lyrics pertaining to either money or time (Gino & Mogilner, 2014). Next,
they read a scenario about being invited to a dinner at a friend’s place and choosing between two
dessert options—triple chocolate cake and a bowl of fresh fruit (Kivetz & Keinan, 2006; Shiv &
Fedorikhin, 1999). To capture reliance on the hot/cool system, we recorded participants’
response time to indicating preference. The results showed that participants in the money
condition reported a stronger preference for the triple chocolate cake and responded more rapidly



than those in the time condition. Importantly, mediation analyses revealed that response time
mediates the effect of money on dessert preference.

In Study 2, participants in the money condition indicated how much money they had
spent on five items in US dollars. Participants in the time condition indicated how much time
they had spent on five items (Mogilner & Aaker, 2009). Next, participants evaluated ten words
associated with temptations and ten neutral words (Fujita et al., 2006). Our analysis revealed a
significant interaction between thought type and word type: Participants in the money condition
were more positive toward temptations compared with those in the time condition; however,
there was no difference in the evaluations of non-temptations.

In Study 3, we asked participants to first solved twenty math problems either with money
units or time units. They then imagined that while they were getting ready to go to the gym to
stay fit as planned, they received a phone call from their friend who invited them to hang out
with some other friends. Participants rated how bad they would feel if they did not work out
(Fujita et al., 2006). Our analysis revealed that participants in the money condition reported a
lower level of feeling bad about not working out compared to those in the time condition.

In Study 4, we employed a real choice between a smaller, sooner (SS) reward and a
larger, later (LL) reward. We also adapted a measure of decision basis (Shiv & Fedorikhin, 1999)
to assess the reliance on the hot vs. cool system. Participants first completed the same song-
search task as in Study 1. They were then informed that at the end of the study, they would be
entered into a lottery with the option of receiving $25 tomorrow (SS) or $35 in a month (LL).
Participants indicated their choice and preference. They also rated to what extent their decision
was driven by “My prudent self (1)/My impulsive self (7)”; “The rational side of me (1)/The
emotional side of me (7)”; and “My head (1)/My heart (7)” (Puri, 1996; Shiv & Fedorikhin,
1999; a=0.93). Our analysis showed that a significantly greater percentage of participants in the
money condition preferred the smaller, sooner reward ($25 tomorrow) compared with those in
the time condition, and the pattern of relative preference is consistent with participants’ binary
choice. For Decision Basis, participants in the money condition rated their choices as having
been driven more by affective responses than in the time condition. Further, mediation analyses
revealed that Decision Basis mediates the effect of money on reward preference.

Does money lead people to give into temptation? Our findings provide an answer to this
question by showing that merely thinking about money can make people behave more
impulsively based on their hot desires rather than rationality.
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Table 1. Analyses from Study 1: Preference and Response Time

Condition Mean SD t p
Dessert preference Money 4.12 3.51 _
Time 5.05 3.99 1(283) =2.08 038
Response time Money 2.95 1.42 _
Time 4.13 7.86 1283) =172 086

Note. Smaller numbers in Dessert Preference represent greater preferences for the triple
chocolate cake.

Table 2. Analyses from Study 3: Level of Feeling Bad about Not Working Out

Condition Mean SD t p
Level of feeling bad Money 3.77 1.62
137)=3.01 .
Time 4.59 1.56 (137)=3.0 003

Table 3. Analyses from Study 4: Reward Choice/Preference and Decision Basis

Condition Percentage Chi-square p
% of choosing Money 50% 2 _
the SS option Time 349 X (N=199)=4.71 .023
Condition Mean SD t p
Reward Preference Money 4.12 2.28 _
Time 4.86 211 1(197) = -2.37 .019
Decision Basis Money 3.06 1.83 .
Time 5 49 1.69 1(197)=2.27 .024

Note. Smaller numbers in Reward Preference represent greater preferences for the SS option.
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Self-control has been treated as a panacea for a wide range of social and personal
problems, such as overspending, overeating, smoking, and alcohol abuse (Baumeister, Vohs, &
Tice, 2007). However, research on the phenomenology of self-control — i.e., how exerting self-
control is perceived from the first-person perspective — is surprisingly scarce and rather
inconclusive. Whereas some research suggests that resisting a temptation has a positive influence
on the self (Dhar & Wertenbroch, 2012; Touré-Tillery & Fishbach, 2015), other research
suggests that self-control can be aversive and undermine subjective well-being (Keinan &
Kivetz, 2008; Kivetz & Keinan, 2006). Our research reconciles these conflicting findings by
advancing an individual differences approach. We argue that decision satisfaction with restraint
(vs. indulgence) is contingent on lay rationalism, i.e., “the relative weight people place on reason
versus feelings in decisions that involve trade-offs between the two factors” (Hsee, Yang, Zheng,
& Wang, 2015, p. 135).

We propose that for consumers high in lay rationalism, resisting temptation may induce
higher decision satisfaction because it resonates with their tendency “to do what they think they
should do” (Hsee et al., 2015, p.143). Several lines of research suggest that self-control is



ascribed to rational processing (Schmeichel, Caskey, & Hicks, 2015) and is perceived as
normative (Joffe & Staerklé, 2007), moral (Mooijman et al., 2017), and socially desirable
(Righetti & Finkenauer, 2011). In contrast, for consumers low in lay rationalism, indulging
temptation may induce higher decision satisfaction because it resonates with their tendency “to
do what they want or like to do” (Hsee et al., 2015, p.143). Anecdotal evidence from songs,
movies and other cultural products suggests that losing self-control is associated more with
passion (e.g., in romantic relationships; Van Steenbergen, Langeslag, Band, & Hommel, 2014)
and less so with cold calculation (for a review, see Pham, 2007). Therefore, we expected restraint
to induce higher decision satisfaction than indulgence among individuals high in lay rationalism,
but lower decision satisfaction among individuals low in lay rationalism. In addition, we propose
that the mechanism underlying this effect on decision satisfaction is authenticity — the experience
of being aligned with one’s true self (Sedikides, Slabu, Lenton, & Thomaes, 2017).

In Study 1 (N = 265), we first assessed individual differences in lay rationalism (o = .80;
Hsee et al., 2015). We then asked participants to imagine experiencing a conflict between the
desire to buy a cheesecake and the conflicting personal goal to lose weight, and randomly
assigned them to imagine either buying it (indulgence) or not (restraint). We then asked them to
assess their anticipated satisfaction with their decision (single item). As predicted, restraint (vs.
indulgence) yielded lower anticipated decision satisfaction among consumers low in lay
rationalism but higher anticipated decision satisfaction among consumers high in lay rationalism,
B=1.01,SE=0.23, p <.001 (Fig. 1).

Study 2 (N = 252) replicated Study 1 in another consumer domain (a conflict between the
desire to buy a sweater and the conflicting personal goal to save money) and further examined
the underlying mechanism (authenticity). We measured state authenticity (o =.91), that is,
authenticity in a specific situation (Kifer, Heller, Perunovic, & Galinsky, 2013), decision
satisfaction (single item), and lay rationalism (o = .77). Results for decision satisfaction showed
the same interaction pattern as in Study 1, B=1.22, SE = 0.23, p <.001 (Fig. 2). Moreover, a
moderated mediation analysis (model 8; Hayes, 2013) revealed that the interaction effect was
mediated by authenticity, 95% CI =[.269, .673]. Consumers low (high) in lay rationalism were
less satisfied with restraint (indulgence) because this decision made them feel less authentic.

Study 3 (N = 403) tested whether this effect generalizes to real-life consumer conflicts.
We asked participants to recall the most recent self-control conflict they had experienced in a
shopping context and report whether they resolved this conflict by buying (indulgence) or not
buying (restraint) the desired item. We then measured authenticity (o = .88), decision
satisfaction, and lay rationalism (a =.79). Results for decision satisfaction showed the same
interaction pattern between decision and lay rationalism, B = 0.61, SE =0.19, p =.001 (Fig. 3).
The moderated mediation through authenticity was also statistically significant, 95% CI =[.212,
.582]. Thus, the proposed effect does not concern only anticipated satisfaction with hypothetical
decisions but also satisfaction with past decisions in real-life consumer conflicts.

Finally, Study 4 (N = 396) provided evidence about the causal role of lay rationalism by
experimentally manipulating reliance on reason versus feelings in decision making with a
technique used in prior research (Avnet, Pham, & Stephen, 2012; May, 2017). Participants were
assigned either to an indulgence or a restraint condition (cheesecake scenario of Study 1), and
filled out the same measures of state authenticity (o = .89) and decision satisfaction. A 2 (reason
vs. feelings) x 2 (indulgence vs. restraint) ANOVA with decision satisfaction as dependent
variable showed a significant interaction, F(1, 392) = 5.45, p = .020 (Fig. 4). Among participants
in the reason condition, the decision to resist (M = 5.41, SD = 1.62) induced higher satisfaction



than the decision to indulge (M = 4.07, SD = 2.02), F(1, 392) =26.09, p <.001. In the feelings
condition, there were no differences between indulgence (M = 4.58, SD = 1.98) and restraint (M
=5.03,SD=1.97), F(1, 392) = 2.67, p = .10. The moderated mediation through authenticity was
again significant, 95% CI =[0.053, 0.964].

Our research provides a unifying theoretical framework explaining when restraint versus
indulgence increases consumers’ satisfaction with their decisions. By linking self-control to the
self-concept, we show that self-control should not only be viewed as a capacity but also as part
of consumers’ identities. This more nuanced view of self-control adds to the largely understudied
downsides of self-control and reveals that exerting self-control is experienced by some
consumers as alienating, which may undermine consumer welfare. This has implications for
contexts where self-control is primarily viewed through a normative lens, such as policy making
and self-control interventions.
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Figure 1. Decision satisfaction as a function of decision (indulgence vs. restraint) and lay
rationalism (M = 4.98, SD = 0.91, min = 1.50, max = 7.00) in Study 1.
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Note. The dotted vertical lines indicate the Johnson-Neyman points. Differences between the
decision conditions are statistically significant (p < .05) at lay rationalism scores left and
right of these points. Slopes: Indulgence, B =-0.43, SE = 0.16, p = .007; Restraint, B =0.57,
SE=0.17,p=.001.



Figure 2. Decision satisfaction as a function of decision (indulgence vs. restraint) and lay
rationalism (M = 5.04, SD = 0.93, min = 2.00, max = 7.00) in Study 2.
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Note. The dotted vertical lines indicate the Johnson-Neyman points. Differences between the
decision conditions are statistically significant (p < .05) at lay rationalism scores left and
right of these points. Slopes: Indulgence, B =-0.42, SE = 0.15, p = .005; Restraint, B = 0.80,
SE=0.17, p <.001.



Figure 3. Decision satisfaction as a function of decision (indulgence vs. restraint) and lay
rationalism (M = 4.96, SD = 0.95, min = 2.00, max = 7.00) in Study 3.

7—1

3—1

Decision satisfaction

2—

Lay rationalism

Decision

~~Indulgence
“\ Restraint

Note. The dotted vertical lines indicate the Johnson-Neyman points. Differences between the
conditions are statistically significant (p <.05) at lay rationalism scores left and right of these
points. Slopes: Indulgence, B =-0.16, SE = 0.16, p = .32; Restraint, B=0.45, SE=0.11, p <

.001.



Figure 4. Decision satisfaction as a function of decision (indulgence vs. restraint) and lay
rationalism (feelings vs. reason) in Study 4.
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Note. Error bars represent standard errors of the mean.
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Previous research has paid much attention to how people make trade-offs between vices and
virtues (Laran, 2010; Romero & Biswas, 2016) and how people evaluate vices and virtues when
they are combined versus separated (Chernev & Gal, 2010; Liu, Haws, Lamberton, Campbell, &
Fitzsimons, 2015). In the context of consuming both vices and virtues within one consumption
episode, this research examines how the sequence of consuming vices and virtues shapes
consumers’ overall experience.



Drawing on guilt-reducing justifications framework (Khan & Dhar, 2007, 2010; Mishra &
Mishra, 2011), we propose that people would get better experience with the overall consumption
when they follow the “vice first and virtue later” sequence (i.e., abbreviated as vice—> virtue
hereby), compared with the “virtue first and vice later” sequence (i.e., abbreviated as virtue =
vice hereby). We reason that the vice>virtue sequence and the virtue—>vice sequence are
associated with different routes to reconcile self-control conflicts. Specifically, the vice—> virtue
sequence represents a process of “remission of sins”. By consuming a virtue after having a vice,
people can justify their guilt induced by previously consumed vice effectively, thereby going
through a decreasing trend of self-control conflicts, which leads to better overall experience. In
contrast, the virtue=>vice sequence represents a process of “intended indulgence”. When people
consume a virtue first, they experience no self-control conflict and obtain a precommitment to
indulge subsequently. Even though the previously consumed virtue could license people to
indulge, it turned out to not be able to justify guilt effectively. Nevertheless, the “intended”
indulgence is still a vice. Thus, consuming in the virtue->vice sequence, people go through an
increasing trend of self-control conflicts, which impairs their overall experience.

In sum, the results show that consumers have better overall experience (studies 1, 2, and 3b),
and value the consumption experience more (studies 3a and 4) by having a virtue after a vice
(vice>virtue) than by having them in a reversed sequence (virtue->vice). Study 2 showed that
the perceived effectiveness of the virtue in justifying guilt mediates the sequence effect, and the
sequence effect happens only among people with strong goal strength. This effect disappears
among people with weak goal strength (study 2), when the vice has been manipulated as less
vicious (studies 3a and 3b), and when vices and virtues in the bundle are perceived as isolated
(study 4). In addition, across five studies, the results demonstrate that neither underestimated
calorie estimation in the vice-virtue sequence, nor priori preference, nor primacy/recency effect
could possibly explain the sequence effect.

Specifically, study 1 (N = 71) adopted a two-cell between-subject design. Participants in the
vice>virtue condition were told to imagine they first eat a piece of cheesecake and then eat a
green salad, while participants in the virtue—=>vice condition were asked to imagine they eat the
same meal in the reversed order. The results showed that participants who ate in the vice=>virtue
(vs. virtue=>vice) sequence were more satisfied with the entire meal, (7 (69) =2.01, p <.05) (see
table 1 for cell means). Besides, there was no significant difference in the estimated calories of
the entire meal between the two sequences (¢ (69) = - .46, p = .65), which demonstrate that the
sequence effect can hardly be explained by the underestimated calorie contents of the entire meal
following the sequence of vice=>virtue. To rule out the alternative explanation of priori
perference, a different set of participants (N = 130) from the same population indicated which
sequence they prefer to have the meal. A binominal test showed that the choice rate is not
significantly different from 50% (p = .25), which indicated that there was no dominated
preference of eating sequence.

Study 2 (N = 100) conducted a two-cell between-subject design in real settings using similar
procedure as in study 1. After they finished eating the same meal consisted of pieces of fried
chickens and cucumbers in the assigned sequences, participants rated their satisfaction with their
overall experience, their perceived effectiveness of the cucumbers in justifying guilt, and their
dieting goal strength (all on 7-point scales). It replicated the sequence effect found in study 1
that it was more satisfying by eating in the sequence of vice>virtue (vs. virtue>vice) (¢ (98) =
4.10, p <.001). Given the fact that people with weak (vs. strong) dieting goal are less likely to
experience self-control conflicts in food domain, we predicted that the sequence effect would be



less pronounced with weak (vs. strong) dieting goal. A floodlight analysis using the Johnson-
Neyman technique (Spiller et al., 2013) showed that the sequence effect was significant only
among participants with strength of dieting goal higher than 4.23. A mediation analysis (Hayes
2013, model 4) showed that the indirect effect of eating sequence on overall satisfaction via
perceived justification effectiveness was significant (-.64, 95% CI: -1.22, -.24). In addition,
incorporating dieting goal strength as the moderator and perceived justification effectiveness as
the mediator, a moderated mediation (Hayes 2013, model 8) was also significant (-.18, 95% CI: -
40, -.03).

Study 3a (N=243) and 3b (N=151) adopted a 2 (sequence: vice>virtue vs. virtue-—>vice) X
2 (viciousness: strong vs. weak) between-subjects design. The strong vice condition is similar to
studies 1 and 2, while in the weak vice condition, we described the cheesecake as made by zero-
fat milk. By manipulating the vice as a weak vice, there should be no need to justify guilt in
either sequence, which in turn eliminates the sequence effect. Studies 3a and 3b differed only in
scenario settings and measurement of overall experience. 2 X 2 ANOVA yield significant main
effect of sequence and interaction of sequence and viciousness on overall experience, p s < .05.
Simple effects analysis showed that both studies replicated the sequence effect in the strong vice
condition, where participants in the vice>virtue (vs. virtue—>vice) condition valued the entire
meal more, F' (1, 208) = 5.85, p =.02, and felt more satisfied with the overall experience, F (1,
147) = 8.34, p <.001. While in the weak vice condition, where the vice food was no longer
vicious and did not need to be justified anymore, there was no difference between different
sequences, p s > .10.

Study 4 (N=244) involved a 2 (Processing style: holistic vs. piecemeal) x 2 (Sequence:
vice—>virtue vs. virtue—>vice) between-subjects design. We proposed that piecemeal processing
undermines the sequence effect documented in previous studies in that people can hardly form an
overall impression of the vice/virtue combination, which in turn inhibit the virtue from justifying
guilt induced by the vice. This moderator (the processing type) sought to demonstrate the
proposed process, and rule out the alternative explanations of the primacy-recency effect and the
peak-end rule. If primacy or recency effect is the underlying mechanism, we should find similar
sequence effect regardless of processing style. The scenario setting and the manipulation of
sequence was identical to study 1. After that, we manipulated processing style based on Chernev
and Gal (2010). In holistic condition, participants estimated the calorie content of the entire
meal, while in piecemeal condition, participants estimated the salad and the cheesecake
individually. Finally, all the participants were asked to indicate their perceived value for the
entire meal in terms of money. Perceived value was log-transformed for subsequent analysis to
correct for non-normality (Kolmogorov-Smirnov test statistic: .20, p <.00). A 2 x 2 ANOVA on
perceived value for the entire meal yielded a marginally significant main effect of the sequence,
F (1, 240) = 3.76, p = .05. Although the interaction of sequence and processing style was not
significant, F' (1, 240) = 1.75, p = .19, the simple effects supported our prediction. In the holistic
condition, the vice—>virtue (vs. virtue—>vice) sequence led to higher perceived value for the
entire meal £ (1, 240) = 5.51, p = .02. However, in the piecemeal condition, the difference in
perceived value between the two sequences disappeared, F' (1, 204) = .18, p = .67.
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Table 1 Summary of results of all studies about the overall experience

Study 1 Study 2

viceavirtue virtueavice viceavirtue virtueavice

M (SD) M (SD) M (SD) M (SD)
Satisfacti 5.35 4.7 5.54 4.58
atistaction 4 45 1.53 1.18 1.16
Study 3a Study 3b
Strong vice Weak vice Strong vice Weak vice
viceavirtue virtueavice viceavirtue virtueavice  viceavirtue virtueavice viceavirtue  virtueavice
M (SD) M (SD) M (SD) M (SD) M (SD) M (SD) M (SD) M (SD)
) ) 5.51 4.48 5.62
Satisfaction / / / / 0.98 508 150
Perceived 3.47 3.24 3.25 3.25
value 0.64 0.43 0.43 0.47
Study 4
Holistic Piecemeal

viceavirtue virtueavice viceavirtue virtueavice

M (SD) M (SD) M (SD) M (SD)

Perceived

3.32 3.16 3.28 3.24
value



0.39 0.34 0.42 0.44
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Consumers pursue personal goals within a complex social environment rife with
opportunities for goal conflict (Fitzsimons, Finkel, & vanDellen, 2015). Even when
consumers are motivated to adhere to their goals, relationship partners’ goals regularly
compete for and claim the same resources (Laurin et al. 2016). How can consumers
adhere to valued personal goals when they experience such conflict?

Extant research shows that precommitment, a self-regulatory strategy that
increases the cost of future goal failure, can increase adherence to personal goals when
consumers experience conflicting desires (Kivetz & Simonson, 2002; Schwartz et al.,
2014). The consequences of a precommitment can affect the self (e.g., the cost of a
nonrefundable event ticket) as well as other people (e.g., committing to attend an event
with a friend). Prior work, however, examines precommitment in the context of self-
control conflict between proximal temptations and more distal goals (Milkman, Minson,
& Volpp, 2014; Peysakhovich, 2014; Wertenbroch, Vosgerau, & Bruyneel, 2008). It is
unclear how precommitment will function for relationship goal conflict between the
competing desires to adhere to a personal goal or support a relationship partner’s goal
(e.g., sticking to one’s plan to go to the gym vs. attending an event to support a friend).

We propose that in these circumstances, precommitments that affect the self will
be less effective than precommitments that have consequences for other people (i.e.,
when another person is negatively affected by goal failure). The relationship goal conflict
we consider pits a self-oriented personal goal against the relational goal to support
another person, whereby adhering to the personal goal entails choosing self-interest over
the interests of a relationship partner. Such choices produce the aversive feeling of
selfishness (Berman & Small, 2012; Roux, Goldsmith, & Bonezzi, 2015). Because
precommitment with consequences for others ties personal goal adherence to protecting
the interests of other people, it should make consumers feel less selfish for pursuing the
personal goal. Therefore, precommitment with consequences for others (vs. just the self)
should be especially effective at protecting personal goals from relationship goal conflict.

Four studies tested these predictions. Study 1 piloted our predictions in a field
setting with real precommitments. Students made one of two precommitments to the goal
of attending a research study for payment: financial precommitment with consequences
for the self ($1 deposit, forfeited for missed appointments) vs. social precommitment with
consequences for another person (missed appointments would harm the researcher’s
project). We recruited participants in advance for Saturday appointments, when a pretest
indicated that impromptu relationship conflicts (i.e., requests from friends and
classmates) were likely to occur. As predicted, the social precommitment with
consequences for others increased adherence to the personal goal of attending the study
( 1 OO%OIher—aﬁ'ected vs. 53. l%seljlajj"ected)-

Study 2 tested our theory with both mediation and moderation in a more
controlled setting. Participants read that they had a personal fitness goal and one of three
precommitments to attend a fitness class: control, self-affected financial (prepaid class),
or other-affected social (plans to go with a friend). The conflicting goal was an event that
either they wanted to attend (personal) or a friend wanted them to attend (relationship).
Results revealed an interaction (p =.035). As predicted, for relationship goal conflict,
other-affected precommitment increased goal adherence (72.5%) compared to self-
affected financial precommitment (56.8%) and a control (25.2%; figure 1). However,
when conflict was between two personal goals, the other-affected precommitment was no



longer more effective (67.2%oiner-affected VS. 68.6%seifafecrea). Further, supporting our
theory, for relationship (but not personal) conflict, reduced selfishness mediated the
effect of other- vs. self-affected precommitment on goal adherence.

Studies 1 and 2 provide evidence that other-affected social precommitment was
more effective against relationship-goal conflict than self-affected financial
precommitment. However, the other-affected precommitments also differed on the
dimension of being visible to other people. In studies 3a and 3b, we use only financial
precommitments that are socially invisible and vary who is affected to demonstrate that it
1s consequences for others—and not the type of consequence or social visibility—that
drives the effect.

In study 3a, we compared the effect of socially invisible financial
precommitments that affect the self versus others across personal and relationship goal
conflicts. Participants had a fitness goal and a precommitment that either affected
themselves (prepaid with your own money) or another person (prepaid by a friend who
“won’t know whether you go to the class or skip it”). Participants then read about a
personal vs. relationship conflict to attend an event. Results revealed an interaction (p =
.039). As predicted, for relationship goal conflict, the other-affected precommitment
increased goal adherence (84.7%) compared to the self-affected precommitment (64.3%;
figure 2), mediated by selfishness. However, when conflict was between two personal
goals, the other-affected precommitment no longer proved most effective (70.8%osmer-
affected VS. 71-4%seljlaﬁ'ected)-

In study 3b we replicated this effect using financial precommitments in which the
financial costs to the self were held constant and no aspect of either precommitment was
socially visible. We also pitted a hedonic personal goal (attend a fun event) against a
utilitarian interpersonal conflict (request to help a friend move) to see if the effect
generalizes when the personal goal is harder to justify (Okada, 2005). In addition to a
control, participants had a financial precommitment to attend an event that either affected
the self (prepaid $20 ticket) or another, unaware person (prepaid $20 ticket, plus a bonus
ticket to surprise a friend with). As predicted, the other-affected precommitment (84.4%)
increased goal adherence compared to the self-affected precommitment (41.2%) and
control (31.9%), and this effect was again mediated by reduced selfishness.

In summary, we demonstrate that the effect of precommitments on boosting
personal goal adherence depends on the nature of the conflicting goal. For relationship
goal conflict, precommitments that affect another person are more effective at reducing
selfishness and protecting personal goals. These findings offer novel insight into the
psychological mechanisms that underlie precommitment and expand our understanding
of a commonly experienced but understudied type of goal conflict. Further, we provide
actionable insights to help consumers protect valued goals by crafting effective
precommitments.
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TABLE OF KEY RESULTS
STUDY KEY FINDINGS
Study 1: Field study e An other-affected social precommitment increased adherence to

the personal goal of attending a research study compared to a
self-affected financial precommitment (100%omer-agected,
53 l%seljlaj]écted; Xz (1) = 2165,]’ < 001, N = 74)

Study 2: The e In the relationship goal conflict condition, an other-affected
underlying role of social precommitment increased goal adherence compared to a
selfishness self-affected financial precommitment (72.5%ozer-afected,

56.8%seitapiected; y* (1) = 7.90, p = .005) and a control
(25.2%conrot; x* (1) = 66.29, p < .001; N = 862).

e In the relationship condition, the other-affected (vs. self-
affected) precommitment also reduced selfishness for adhering
to the personal goal (Momer-affected = 2.35 VS. Meelt-affected = 3.46;
F(1, 856) = 34.50, p <.001).

o These effects were moderated by goal conflict type (goal
adherence interaction § = .76, Wald x*(1) = 4.46, p = .035;
selfishness interaction F(2, 856) =33.84, p <.001).

e In the personal goal conflict condition, precommitment type did
not affect personal goal adherence (67.2%oer-afpected> 68.6%0serr:




apected; )* (1) =.062, p = .803) or selfishness (Momer-agecrea= 1.89,
Mseljlajfected 195, F < 1)

A moderated mediation analysis confirmed that selfishness
drove the effect of other- (vs. self-) affected precommitment on
goal adherence for relationship (ab =.37; 95% CI .22 to .53),
but not personal goal conflict (ab =.001; 95% CI -.10 to .09).

Study 3a: Financial
precommitment
across goal
conflicts

In the relationship goal conflict condition, a socially invisible
financial precommitment that affected another person increased
personal goal adherence compared to a financial
precommitment that affected only the self (84.7%osmer-afected,
64.3%seitapected; ° (1) = 7.83, p = .005; N = 277).

In the relationship condition, the other-affected (vs. self-
affected) precommitment also reduced selfishness for adhering
to the personal goal (Momer-affected = 2.08 VS. Meeit-affected = 2.91;
F(1,273)=19.64, p <.001).

These effects were moderated by goal conflict type (goal
adherence interaction § = 1.16, Wald y*(1) = 4.27, p = .039;
selfishness interaction F(1, 273) =5.73, p =.017).

In the personal goal conflict condition, precommitment type did
not affect personal goal adherence (70.8%omer-afected, 71.4%0serr:
affecteds Xz (1) < 1) or selﬁshness (Mother—affected: 2.08 vs. Mself—affected
=2.46; F(1,273)=2.02, p=.156).

A moderated mediation analysis confirmed that selfishness
drove the effect of other- (vs. self-) affected precommitment on
goal adherence for relationship (ab = .93, 95% CI, .52 to 1.43),
but not personal goal conflict (ab =.78, 95% CI, -.10 to .70).

Study 3b: Socially
invisible financial
precommitments
that affect the self
vs. others

For relationship goal conflict (request to help a friend move), a
socially invisible financial precommitment that affected another
person increased adherence to the personal goal to attend an
event compared to a self-affected precommitment that entailed
the same financial consequences to the self (84.4%osmer-affected,
41.2%seipafectea; B = 2.05, Wald y*(1) =32.92, p <.001) and a
no-precommitment control (31.9%eizafecred; 5 = 2.45, Wald
x*(1)=44.45 p<.001; N =278).

This effect was driven by reduced selfishness (Momer-affected =
4.01 vs. Meeitaffected = 4.73, F(1,275) =7.29, p = .007; mediation
analysis ab =.51, 95% CI, .15 to 1.00).




FIGURE 1: OTHER-AFFECTED PRECOMMITMENT INCREASES PERSONAL
GOAL ADHERENCE FOR RELATIONSHIP BUT NOT PERSONAL GOAL
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FIGURE 2: SOCIALLY INVISIBLE, OTHER-AFFECTED PRECOMMITMENT
INCREASES PERSONAL GOAL ADHERENCE FOR RELATIONSHIP CONFLICT
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1.5 Health & Social Justice: Company and Charity Cause Related
Marketing
Individual Papers

When the Face of Need Backfires: The Impact of Facial Emotional Expression on
the Effectiveness of Cause-Related Advertisements

In-Hye Kang, University of Maryland, USA*

Marijke Leliveld, University of Groningen, The Netherlands

Rosellina Ferraro, University of Maryland, USA

In cause-related marketing (CRM) advertisements that link the purchase of products to
support for charitable causes, companies often display the image of a person in need,
which varies in terms of facial emotional expression. Prior research on the effect of facial
emotional expressions has shown that they can automatically trigger vicarious emotions
in observers, i.e., emotional contagion (Hatfield et al. 1992). Indeed, in a non-profit
charitable advertisement context, displaying an image of a sad-faced (vs. happy-faced)
person in need elicited sadness (happiness) in viewers. The elicited sadness increased
sympathy toward the person and increased donations (Small and Verrochi 2009).

We propose that an image of a sad-faced person in need in CRM advertisements will
evoke a different process than it does for charity-based advertisements. Specifically, we
propose an inferential process where consumers think about why the company used the
image. Research suggests that consumers are sensitive to cues suggesting for-profit
motives underlying CRM (Barone et al. 2007). We argue that use of an image of a sad-
faced person in need is such a cue. Evidence from emotion research shows that people
strategically express sadness to solicit help (Clark et al. 1996), suggesting that people
may infer from a person’s expression of sadness that the other is strategically expressing
sadness. Thus, we hypothesize that the image of a sad-faced (vs. happy-faced and neutral-
faced) person in need in a CRM advertisement reduces the effectiveness of the
advertisement (H1) and that this effect is mediated by the perceived manipulativeness of
the advertisement (Campbell 1995) (H2).

Based on the manipulativeness mechanism, we test two theoretically relevant moderators.
The first factor is an individual difference variable reflecting the tendency toward
disbelief of CRM claims, which we call skepticism towards CRM (adapted from
Obermiller and Spangenberg 1998). More skeptical consumers are more likely to
attribute a company’s potentially suspicious act to the company’s negative intent of
misleading consumers. Thus, the negative effect of a sad-faced (vs. happy-faced or
neutral-faced) person in need will be stronger for consumers who are more skeptical
towards CRM (H3).

The second factor is a stimulus factor. We consider the moderating role of cause
centrality (i.e., cause-focused vs. product-focused advertisement) (Chang 2011). Cause-
focused (product-focused) ads feature the cause (e.g., image of person in need) at the
focal (secondary) point and the promoted product at the secondary (focal) point.
Consumers will perceive the stimulus at the focal point of an advertisement as the



company’s main message, which the company chose to influence consumers. Thus, we
expect that the negative effect of a sad-faced (vs. happy-faced or neutral-faced) person in
need will be stronger in the cause-focused than in the product-focused ad (H4).

Study 1 tested H1 and H3. Participants viewed a CRM advertisement with either the
image of a sad-faced or happy-faced child. The image of a sad-faced (vs. happy-faced)
child reduced purchase intention, company evaluation, and company evaluation (HI1). We
found these effects to be the same across various levels of donation amounts (5%, 50%,
and 100% of the profits). Moreover, the negative effect of sad (vs. happy) facial
expression was significant only for participants with stronger skepticism towards CRM,
supporting H3.

In study 2, we included a neutral facial expression condition. Consistent with H1, for
company and campaign evaluations, participants in the sad condition evaluated the
company less positively than those in the neutral and happy conditions. The difference
between neutral and happy conditions was not significant. Also, participants in the sad
condition showed the lower intention for positive WOM than those in the neutral and
happy conditions. However, participants in the neutral and happy conditions did not
differ. Moreover, company evaluation (not purchase intention) mediated the effect of
facial expression on intention for positive WOM. This suggests that sad (vs. neutral and
happy) facial expression lowered the company evaluation, which in turn lowered the
intention for positive WOM about the company. Moreover, only perceived
manipulativeness served as a significant mediator of the effect of facial expression on
purchase intention, and company and campaign evaluations. Empathy and perceived
warmth and competence of the company did not serve as a significant mediator for any of
the three dependent variables, although personal distress served as a significant mediator
for purchase intention.

In study 3, we ruled out an alternative explanation based on perceived attractiveness
using the images of the sad- and neutral-faced children that were evaluated equally
attractive in a pretest. Consistent with H1, the main effect of facial expression on
company and campaign evaluations was significant. Purchase intention was directionally
lower in the sad than in the neutral condition.

In study 4, we tested H4 using a 2 (facial expression: happy vs. sad) x 2 (cause centrality:
cause-focused vs. product focused) between-subjects design (N=192, undergraduates).
Participants viewed a one-page CRM advertisement for 15 seconds to ensure no
difference in processing of the information. For both company and campaign evaluations,
the interaction between facial expression and cause centrality was significant. Consistent
with H4, the negative effect of the sad-faced (vs. happy-faced) expression was larger in
the cause-focused versus product-focused format. For purchase intention, the interaction
effect between facial expression and ad format was not significant. However, purchase
intention was significantly lower for the sad-faced than for the happy-faced condition in
the cause-focused format, but not for the product-focused format, supporting H4.
Perceived manipulativeness of the advertisement was a significant mediator. Consistent



with our prediction, the size of the mediation effect was greater for the cause-focused
than for the product-focused format.

Note that in studies 2, 3, and 4 we found effects on purchase intention to be less strong,
compared to effects on company/campaign evaluations. A single-paper meta-analysis,
however, indicated that the effect was significant for purchase intention. In sum, these
findings adds to the literature on CRM, persuasion, and emotion by demonstrating that, in
CRM context, the facial expression of a person in need can evoke the inferences of
manipulative intent.

Featuring the Benefactor or the Victim? How Charity Advertisements with
Different Protagonist Foci Affect Donation Behavior

Bingqing Yin, University of Kansas, USA*

Jin Seok Pyone, University of Kansas, USA

Surendra Singh, University of Kansas, USA

Charities often utilize different marketing strategies (e.g., using a charity appeal
that describes the plight of the victim(s) or portrays a benefactor who rendered help) to
attract donor attention and enhance donation. For example, Save the Children’s website
displays victims in need, whereas Doctors Without Borders features the extraordinary
helping behaviors of volunteering doctors.

Despite the widespread use of both victims and benefactors in charity
advertisements, bulk of the research has examined the effect of victim focused charity
advertisements on helping behavior (e.g., Small, Loewenstein and Slovic 2007). What’s
more, recent work suggests that the effectiveness of victim focused charity
advertisements may be compromised (Ein-Gar and Levontin 2013) or even backfire in
certain situations (Lee, Winterich and Ross 2014). In the current research, we extend the
literature on charity advertisement by introducing the benefactor focused charity appeals
and show that benefactor focused charity ad can be effective in promoting charitable
giving. Specifically, we propose that a benefactor focused charity advertisement elicits
moral elevation—a warm, uplifting feeling people experience when observing others’
helping behavior—which leads to greater helping behaviors by the observers (e.g., Haidt
2003).

Moreover, integrating charity advertisements with different protagonist foci with
the social categorization theory, we examine when and why charity advertisements with
benefactor versus victim focus would lead to different degrees of helping for different
social groups. Prior research has shown that people are more willing to help their in-
group members than out-group ones (e.g., Dovidio et al., 1997), leaving an important
unanswered question: How can we offset the social categorization effect on donation and
nudge people to donate more to out-group members. Though prior research has identified
multiple individual factors such as gender or moral identity (Winterich, Mittal and Ross
2009) that can promote donations for out-group beneficiaries, it is critical to examine
other variables that can be altered in the charity appeals to promote donations to out-
group beneficiaries. In this work, we propose that when the beneficiaries are out-group
members, featuring an in-group benefactor in the charity appeal can lead to more helping



than featuring an out-group victim or an out-group benefactor in charity advertisement.
The rationale is that people’s behavior are more likely to be influenced by in-group
members than out-group ones (e.g., Reicher, Spears and Haslam 2010) and the emotions
elicited by an in-group member should play a more important role in affecting people’s
behaviors than that of an out-group member. We further examine benefactor focused
charity appeals only and propose factors associated with the benefactor that influence the
intensity of elevating experiences, resulting in various levels of donation behaviors.

We test our hypotheses in four experiments. In experiment 1 (N=86), we test the
main effect of protagonist focus on charitable donation and the underlying mechanism.
Participants were randomly assigned to one of the two conditions—a charity appeal
featuring either a benefactor or a victim (we pretested the comparability of these two
appeals). Results showed that participants donated more money to the benefactor-focused
appeal than the victim-focused appeal (p =.006, two-tailed).

Using PROCESS (model 4; Hayes 2013) with 10,000 bootstrapped samples, the
indirect effect of charity appeal focus on donation amount was mediated by moral
elevation (bootstrap CI: -1.8890, -.4678). Overall, the results support that benefactor
focused charity advertisement can promote charity donation, due to feelings of moral
elevation elicited by the benefactor portrayed in the charity appeal.

In experiment 2 (N=141), we examine the boundary condition where benefactor-
focused charity advertisement may not lead to more donations than victim-focused
charity. This experiment employed a 2 (charity appeal protagonist focus: benefactor (in-
group) vs. victim) X 2 (beneficiary: in-group vs. out-group) design. As predicted, results
showed a significant interaction (p = .005, two-tailed). Replicating the results from
experiment 1, pairwise comparisons revealed that when the beneficiaries are out-group,
participants who read the in-group benefactor focused charity appeal were more willing
to donate than those who read the victim focused charity appeal (p = .02, two-tailed). No
donation difference was observed between participants who read the benefactor focused
appeal and victim focused appeal for in-group beneficiaries (p = .15, two-tailed).

In experiment 3 (N=612), we included two more conditions where an out-group
benefactor helps in-group/out-group beneficiaries. We used a 3 (charity appeal
protagonist focus: in-group benefactor vs. victim vs. out-group benefactor) X 2
(beneficiary: in-group vs. out-group) between-subjects design. As predicted, results
showed a significant two-way interaction (p = .02, two-tailed). In pairwise comparisons,
when the beneficiaries are out-group members, intention to donate was higher for the in-
group benefactor focused appeal than the out-group victim focused appeal (p = .03, two-
tailed) or the out-group benefactor focused appeal (p =.008, two-tailed). On the other
hand, when the beneficiaries are in-group members, no donation intention difference was
found among the three appeals (all ps > .32, two-tailed). Similar results were obtained
using donation amount as the dependent variable.

In experiment 4 (N=211), we focus on charity advertisements featuring
benefactors only and test how benefactors of different characteristics impact the levels of
moral elevation observers experience and their donation behaviors by manipulating
benefactors’ financial helping ability (a benefactor with higher financial ability/similar
financial ability/lower financial ability (than the participants) or with unidentified
financial ability). Results showed that comparing with the unidentified financial ability
condition, only participants who observed the benefactor with lower financial ability



indicated both higher donation likelihood (p = .01, two-tailed) and donation amount (p =
.08, two-tailed). Serial mediation analysis showed people expected benefactors with
lower financial ability to help less, which subsequently affects the amount of moral
elevation people experience; which, in turn influence donation behaviors.

Taken together, we show that for out-group beneficiaries, using an in-group
benefactor focused appeal can elicit more donations than using an out-group victim
focused appeal or an out-group benefactor focused appeal. And not all benefactors lead
the observers to engage in similar levels of helping behaviors. We contribute to research
on charity advertisement, moral elevation and demonstrate to charities that a benefactor-
focused charity advertisement approach can be effective in encouraging donation
behaviors.
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How Active Sentences in CSR Advertisement Imply Less Sincere Company's Motive
Taehoon Park, University of South Carolina, USA*

Corporate Social Responsibility (CSR) literature has documented that higher
congruence between a company and its campaign is more effective (Pracejus and Olsen
2004; Rifon et al. 2004; Basil and Herr 2006; Gupta and Pirsch 2006; Barone, Norman,
and Miyazaki 2007). From a high fit CSR, consumers perceive a higher credibility
leading to positive attitudes toward the firm (Rifon et al. 2004). In addition, the company-



cause fit also impacts on product purchase intent (Gupta and Pirsch 2006) and consumer
choice (Pracejus and Olsen 2004).

However, later research showed that the positive effect of high fit CSR reveals only
when the perceived motive of the company is sincere (Barone et al. 2007). Another
research found that consumers evaluate a CSR campaign less favorably when the
company’s motive is in question (Yoon, Giirhan-Canli, and Schwarz 2006). Given that
self-benefit salience of a company increases consumers’ suspicion of its motive, a high fit
CSR, which is directly related to the firm’s core business, could be perceived as less
altruistic (vs. low fit).

Focusing on CSR messages, which describe the target company’s pro-social
campaign, this research suggests that sentence structure (i.e., active vs. passive) can
change perceived CSR motive depending on the company-cause fit. Linguistics literature
has shown that behavioral agents in an active sentence are not only perceived as more
responsible for the described event but also interpreted as they have more intention to
cause the event (Fausey and Boroditsky 2010; Fausey et al. 2010). Based on this, I argue
that a high fit CSR (vs. low) would be perceived as less altruistic with suspicion when it
is described in an active sentence (e.g., Company A helps people in need). However, this
pattern will not be shown for a passive message (e.g., People in need are helped by
Company A).

Study 1 employed a 2 (CSR fit: low vs. high) by 2 (sentence: active vs. passive)
between-subject design. Participants were exposed to a CSR advertisement of a chocolate
bar company. The campaign was to support a charity to feed hungry people for high fit
condition, whereas it was building houses for homeless for the low fit condition.
Participants read either active or passive sentences explaining what the company does.
Then they reported the extent to which the company tries to make more profit with the
campaign as well as how truly the company committed to the campaign with single item
each. Difference between the two scores was used as perceived motive. An ANOVA
showed a significant sentence by fit interaction on perceived motive (F (1, 158) =5.19, p
=.024). As expected, participants read active sentences reported more altruistic motive of
the company for the low fit campaign (vs. high) (Mg, it = .46, Mpignsic = - .63; F (1,
158) = 3.81, p =.053), whereas no difference was shown for the passive sentence
condition.

Study 2 employed the same design as Study 1 with a different fit manipulation.
CSR advertisement was about a gas company. Before reading the advertisement,
participants were informed that the company’s core business is responsible for
greenhouse effect to make a better fit with conserving natural environment. The
campaign was either to conserve the natural environment (high fit) or support cancer
research (low fit). Attitude toward the company was measured with two items. An
ANOVA revealed a significant interaction between fit and sentence on attitude toward
company (F (1, 169) = 5.19, p = .024). As expected, with active CSR messages,
participants in the low fit (vs. high fit) condition revealed more favorable attitudes toward
the company (Mo rir = 4.23, Mpignsic = 3.73; F (1, 169) = 3.75, p = .054). No difference
was revealed for the passive sentence.

Study 3 aimed to replicate the effect by directly manipulating suspicion level to
examine the underlying process. A 2 (Suspicion: low vs. high) by 2 (sentence: active vs.
passive) between-subject design study was conducted. To manipulate suspicion level,



participants were asked to evaluate an irrelevant product advertisement before reading the
main stimuli. In the product advertisement for suspicion manipulation, the company
emphasized its product superiority to other competitors based on their own comparing
test (vs. third party). The CSR advertisement described that a chocolate company
supports a charity to build houses for homeless. Perceived CSR motive of the company
was measured by three items of a semantic differential scale as well as attitude toward the
target company. An ANOVA revealed a marginally significant interaction between
suspicion and sentence on attitude toward company (F (1, 139) =3.21, p =.076). As
expected, when the target advertisement was described in active sentences, participants in
the low (vs. high) suspicion condition reported more favorable attitude toward the firm
(Miow suspicion = 3-12, Mpigh suspicion = 4.25; F' (1, 139) = 6.03, p = .015). No difference
was revealed for the passive sentence. The same pattern of interaction was revealed for
the perceived motive (F (1, 139) =5.36, p =.022). A moderated mediation analysis
supported my hypothesis such that indirect effect of perceived motive was significant
only when the CSR messages were active sentences.

Study 4 was to examine whether the inferred motive impacts on behavioral
intention. Participants (N = 165) were randomly assigned to a 2 (CSR fit: low vs. high)
by 2 (sentence: active vs. passive) between-subject design. CSR advertisement described
that a computer software company provides free education sessions either for computer
illiterates or illiterates). Intention to participate in the campaign was measured with two
items as well as perceived motive. After omitting participants by attention check
question, an ANOVA revealed a significant fit by sentence interaction on behavioral
intention (F (1, 140) =4.19, p = .042) showing the same pattern as the previous studies.

This research argues that structure of CSR message can impact on how consumers
infer a company’s CSR motive depending on the company-cause fit. Contributing to the
company-cause fit literature, this research provides managerial implication about how to
construct a better CSR message.
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Table 2. Summary of Means

Dependent variable

Study 1
Perceived motive
Sentence Fit M SD
) Low 0.46 2.87
Active )
High -0.63° 2.60
. Low -0.532 2.58
Passive .
High 0.20%® 2.05
Dependent variable
Study 2
Attitude toward the company
Sentence Fit M SD
Low 4.23° 1.32
Active )
High 3.73 1.22
Low 4.03% 1.22
Passive )
High 4.37° 1.10
Dependent variable
Study 3
Attitude toward the company Perceived motive
Sentence Suspicion M SD M SD
Low 5.12° 1.58 4.75° 1.61
Active )
High 4.25¢ 1.70 4.01 1.61
Low 4.8 1.12 4.23% 1.42
Passive )
High 4.83% 1.54 4.73* 1.78
Dependent variable
Study 4
Participation intention Perceived motive
Sentence Fit M SD M SD
) Low 3.57 1.89 1.40 2.51
Active )
High 2.83b 1.55 0.18 2.68
. Low 2.792 1.83 -0.25 2.77
Passive .
High 3.26% 1.78 1.30 2.5

Note: Means not sharing a superscript in the same column are significantly different from each
other (p <.1).

Consumer Perceptions of Environmental ‘Win-Wins’
Tamar Makov, Yale University, USA*
George Newman, Yale University, USA



Many organizations across a wide range of industries have sought to align their financial
goals with environmental ones by identifying strategies that maximize profits while
minimizing environmental impacts. Although such ‘win-win’ strategies are generally
thought to reflect positively on companies employing them, here in a series of 3 studies we
find that people tend to respond negatively to the notion of profiting from environmental
initiatives. In fact, observers may evaluate environmental win-wins less favorably than
profit-seeking strategies that have no environmental benefits.

We suggest that the negative response to environmental win-wins results from a
fundamental psychological divide between social relationships that are perceived as
communally-oriented versus those that are perceived as market-oriented (hereafter,
‘communal’ and ‘market’). Previous research has demonstrated that communal versus
market relationships invoke fundamentally different norms for behavior (Aggarwal, 2004;
Ariely, Bracha, & Meier, 2009; Clark & Mills, 1979; Fiske, 1992; Heyman & Ariely, 2004;
Newman & Cain, 2014; Tetlock & McGraw, 2005). Specifically, when a communal
relationship is established, profits can “taint” the positive value associated with pro-social
behavior because they violate the norm that one should give without receiving something
in return. In market contexts, however, this norm is not present and thus it may be perfectly
acceptable, and perhaps even expected, to profit from one’s actions (Holmes, Miller, &
Lerner, 2002; Miller, 1999).

Indeed, past research has demonstrated that blurring the lines between communal and
market relationships lowers evaluations of individuals and organizations who behave pro-
socially and may even reduce individuals’ likelihood of helping others (Newman & Cain,
2014; Newman & Shen, 2012; Vohs, Mead, & Goode, 2006). In the environmental
domain, previous studies have found that framing environmental benefits in a market-
oriented way decreases the adoption of green behaviors and products (Bowles, 2008;
Muradian, et al., 2013), while altruistic, social-based appeals tend to be more effective in
promoting them (Bolderdijk, Steg, Geller, Lehman, & Postmes, 2013; Delmas, Fischlein,
& Asensio, 2013; Evans, et al., 2013; Spence, Leygue, Bedwell, & O'Malley, 2014).

Here we examine the distinction between communal and market norms, and how they
affect perceptions of companies profiting from environmental win-wins in a series of 3
studies.

Study 1, examined whether an environmental win-win is evaluated less favorably than a
‘business as usual’ approach. 375 MTurk Participants were presented with a fictitious
newspaper article that discussed real advertisements used by the outdoor apparel company,
Patagonia. In the environmental conditions, participants read about Patagonia’s pro-
environmental ‘Don’t buy this jacket” campaign, in which the company argued that to help
the environment, individuals should simply consume less. In the control conditions,
participants read about a more standard ‘Try on adventure’ campaign, which highlighted
the performance capabilities of Patagonia products. In commenting on these
advertisements, the newspaper article highlighted that the ad campaign resulted in an
increase in profits (which it actually did; Stock 2013), while the other half read that the
campaign resulted in an increase in brand recognition (reputational benefit). Thus, the



factors of ad type (environmental vs. control) and benefit (monetary vs. reputational) were
fully crossed in a 2X2 between-subjects design. Participant then rated the company on
several dimensions (moral, ethics, like, approve, trust, manipulative(R), selfish (R), buy,
competent).

We found that Patagonia received significantly lower evaluations when the environmental
advertisement resulted in profits (M=5.41, SD=1.65) than when the control advertisement
resulted in profits (M=6.32, SD=1.12), t(183.29)=4.55, p<.001,d=0.65. We also observed
a significant interaction between ad type and benefit type, F(1, 371)=5.51, p=.019, n2=.02.
In contrast to the profit conditions, when the benefit was reputational, participants had
equivalent ratings of the company in both the environmental (M=5.96, SD=1.52) and
control ad conditions (M=6.18, SD=1.22), t(181)=1.09, p=.28).

In Experiment 2 we directly test the hypothesis regarding communal versus market norms.
244 Mturk participants were first primed to a specific norm (communal/market exchange)
with a short writing exercise. Then, participants read about a sustainability initiative in
which trash collectors would institute a new pricing model that encourages waste reduction
(‘pay-as-you-throw’). Half of the participants read the initiative had environmental benefits
(environmental benefit only), while for the other half read that the initiative was profitable
for the company and also environmental (win-win). Thus, the factors of priming task
(communal vs. market) and benefit type (environmental benefit only vs. win-win) were
fully crossed in a 2X2 between-subjects design. Participants then rated the company’s
morality.

Participants primed with communal norms, gave the company significantly lower
evaluations in the win-win condition (M=5.22, SD=2.13) compared to the environmental
benefit only condition (M=6.89, SD=1.62), t(119.50)=5.02, p<.001, d=.88, However,
participants primed with market norms, gave the company equivalent evaluations in the
win-win (M=6.55, SD=1.84) and the environmental benefit only (M=6.37, SD=1.96)
conditions, t(113)=0.52, p=.61 (see figure 2). This resulted in a significant interaction
between the priming task and the benefit type, F(1, 240)=14.57, p<.001, n2 =.06. Further
comparison of the two win-win conditions indicated that profits led to significantly lower
evaluations of the company when participants were primed with communal norms vs.
market norms, t(121)=3.70, p<.001, d=.67.

Experiment 3 tested whether differences in mere temporal order would engender a similar
negative win-win effect. Initial categorization of an event may strongly affect the
processing of subsequent information such that people tend to resist re-categorizing the
event even when they encounter conflicting information (Markman, 1987, 1989; Moreau,
Markman, & Lehmann, 2001). Therefore, we hypothesized that even when people are
exposed to identical information about an organization, they may have very different
evaluations depending on whether environmental benefits or monetary benefits are
encountered first.

123 participants, read two pages containing identical information about the Patagonia
clothing company. Half of the participants first read that the company was a very good



environmental actor, and on a subsequent page read that the company was also very
profitable. The other half of participants first read the profitability information, followed
by the sustainability information. Participants then rated the company on the same
dimensions as in Experiment 1.

Results indicated a significant effect of information order on company evaluations,
F(1,121)=6.65, p=.011 n2 =.05. As predicted, Patagonia was evaluated significantly more
positively when participants first read about how they were profitable before reading about
their environmental efforts (M=7.15, SD=1.51) compared to when instead read about their
environmental efforts before reading about how they were profitable (M=6.45, SD=1.52).

Together these studies suggest that the risk of eliciting negative public response
following the adoption of green business practices, is not limited to “greenwashing” or
other forms of disinformation previously examined (Delmas & Cuerel Burbano, 2011;
Esty, Winston, Stella, & Pepera, 2008; Walker & Wan, 2012). Hence, even if an
organization’s actions are truly in line with the environmental goals professed and no
‘greenwashing’ is involved, it is still at risk of drawing a negative reaction if it is not
careful to control the communication of those activities. We show that this negative
backlash can be avoided by reframing the efforts as market-oriented, or by simply
altering the order in which individuals encounter information regarding the initiative.



1.6 4P's et al.: Bundles and Pricing
Individual Papers

Together or Separate? A Psychological Ownership Account of Bundling Effect
Min Zhao, Boston College, USA*
Lan Xia, Bentley University, USA

Imagine Jessica shopping for apparels. If she looks at a mannequin with a shirt
and a pair of pants putting together, would her evaluation be higher compared with if she
evaluates the shirt and the pants from the different racks? It is well-known that
consumers’ decisions are not only affected by the actual products, but also by various
factors in the retailing environment including ways of product presentation. In this
research we focus on the effect of presenting multiple product items as a bundle versus as
separate items.

According to research on prospect theory (Kahneman and Tversky 1979) and
hedonic editing (Thaler 1985), Jessica should derive greater utility when the items are
presented separately than when they are presented as a bundle because of the greater
utility of segregated gains. Research on price bundling also predicts that Jessica’s
willingness to pay for the bundled products is lower than the sum of the price of each
individual item (Estelami 1999; Heeler et al. 2007). Counter to these prior findings, we
draw on research on visual imagery and psychological ownership (Kamleitner and
Feuchtl 2015; Jussila et al., 2015), and argue that bundling these items together can
actually increase Jessica’s product evaluation and willingness to pay (WTP). This is
because bundling presentation can evoke greater spontaneous mental imagery of using
the products, which enhances Jessica’s psychological ownership of the products and her
subsequent valuation of the products and willingness to pay because of endowment
effect.

We further identified boundary conditions. First, because mental imagery requires
cognitive resources, the effect of bundling will be attenuated when consumers’ cognitive
resources are constrained. Second, enhanced mental imagery only occurs when the
elements in the bundle provide a consistent overarching theme and the bundle is
conductive to positive mental simulation.

We conducted four studies to test these predictions and the results provide robust
evidence.

Study 1 tests the basic effect of bundling on ownership and product evaluation.
Participants (n = 82, M-Turkers) were asked to imagine that they were planning to buy
some clothing items (see Appendix for all stimuli). Each participants viewed the items of
their own gender either together (bundled) or each item on separate screens. We
measured their evaluations of the overall items, WTP, and perceived ownership (see
measurement items in Table 1 and all descriptive statistics in Table 2). The results
revealed a significant main effect of presentation format, with bundled presentation
leading to significantly higher evaluation of the clothes than the unbundled presentation
(Mbundied = 5.80 vs. Munbundied = 3.82; F(1, 81) =22.21, p <.001). Presentation format also
showed a significant main effect on ownership (Mpundied = 3.49 vs. Munbundiea= 2.25; F(1,
81) = 8.65, p <.005). Finally, mediation analysis showed that psychological ownership is



a significant mediator of the effect (b= 1.31, #80) = 3.74, p <.005, 95% CI = [.306 to
1.182]).

In study 2, we manipulate cognitive resources to test the role of mental imagery.
Participants (n = 284 M-Turkers) in the cognitive load condition were asked to memorize
a list of words for later recall. Those in the control condition were exposed to the same
list of words but were not asked to memorize. A similar apparel shopping context without
the model was used. Results confirmed the interaction effect (F(1, 280) = 8.85, p <.005;
see Figure 1). Bundled presentation led to higher evaluation than the unbundled
presentation (Mpundied = 5.98 vS. Munbundled = 5.00, F(1, 280) =9.01, p <.005) when there
was no cognitive load constraint; however, under cognitive load, the effect was
attenuated (Mpundied = 5.20 vS. Munbundled = 5.57, F(1, 280) = 1.39, p = .24). Mediation
analysis confirmed the expected serial mediation (b =.16; 95% CI =.031, .397). Effects
on WTP showed similar patterns (see Figure 2).

Study 3 tests the moderating effect of the match among the bundle elements.
Participants (n =467, M-Turkers) were randomly assigned to a 2 (presentation format:
unbundled vs. bundled) x 2 (overall theme: match vs. mismatch) between-subjects
design. A similar apparel scenario was used. Results showed a significant interaction
(F(1.464) =43.77, p < .001; see Figure 3): When the items created a match, bundled
presentation led to higher evaluation of the clothes than the unbundled presentation
(Mbundied = 5.89 vs. Munbundiea= 5.40, F(1, 464) = 4.15, p <.05). However, when the items
did not create a match, the effect was reversed (Munbundied = 4.95 vS. Mpundiea = 3.23, F(1,
464) = 55.13, p <.001). Mediation analysis showed positive bundling — imagery —
psychological ownership — evaluation effect (b =.069, 95% CI =[.017, .155]) for
matching conditions while negative effect for the mismatching conditions (b = -.087;
95% CI =[-.200, -.014]; Figure 4).

Since psychological ownership plays an important role, in study 4 we directly
manipulate it by having participants (n = 98, undergraduate students) making either a buy
or sell decision. Participants examined a notebook and a pen either together or separately,
and were told that they would either have the opportunity to buy them (no ownership), or
they were given the products and would have the opportunity to sell them (ownership).
Analysis showed a significant interaction effect (F(1, 94) =7.23, p <.01): When
participants were yet to buy the products, bundled presentation led to higher evaluation of
the products than the unbundled presentation (Mpundied = 5.27 vS. Munbundled = 4.55, F(1,
94) = 3.56, p = .06). However, the effect was reversed when participants already had
ownership (Munbundied = 4.88 vs. Mpundied = 3.96, F(1, 94) = 3.74, p = .05).

Counter to the findings in prospect theory and the bundling literature, our work
showed novel effects of bundling on product evaluation and WTP. We extend the
research scope of bundling by focusing on its presentation effect, add to research in
mental accounting and hedonic editing, and contribute to existing research on mental
imagery. Finally, our research provide important managerial implications.



Figure 1A: Study 2 Moderating Effect of Cognitive Load on Evaluation
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Figure 1B: Study 2 Moderating Effect of Cognitive Load on WTP
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Figure 2A. Study 2 Mediation Effects of Imagery and
Psychological Ownership on Product Evaluation
(No cognitive Load)
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Figure 3A: Study 3 Moderating Effect of Match on Evaluation
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Figure 4A. Study 3 Mediation Effects of Imagery and
Psychological Ownership on Product Evaluation
(Matched Items)
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Table 1. Measures

Product Evaluation

Your overall evaluation of the entire set of outfit is: 1= very negative; 9 = very positive

How do you rate this set of outfit: 1 = poor; 9 = excellent

Are you interested in purchasing this set of outfit: 1 = not at all; 9 = very interested

How likely you would be to purchase this set of outfit: 1 =not at all, 9 = very likely

Psychological Ownership (9-point scale)

I feel like this is my outfit

I feel a very high degree of personal ownership of this outfit

I feel like I own this outfit

Imagery

When I am looking at the clothes, I find myself imagining wearing it: true/not true

When I am looking at the clothes, the images come to my mind are: clear/unclear

When I am looking at the clothes, the images come to my mind are: vivid/vague




Table 2. Descriptive Statistics

Factors Product Willingness Imagery | Psychological
Evaluation to Pay Ownership
Study 1 Bundle 5.80 (1.68) |215(163.79) | NA 3.49 (1.90)
Unbundle | 3.82(1.80) | 111.54 NA 2.25(1.48)
(65.31
Study 2
No Load Bundle 5.97 (2.05) |90.76 (63.51) | 6.86 (1.63) | 4.71 (2.71)
Unbundle | 5.01 (1.94) | 63.73 (52.92) | 6.24 (1.70) | 3.91 (2.47)
Cognitive Bundle 5.18 (1.77) | 79.33 (49.78) | 5.95 (1.76) | 3.60 (2.31)
Load
Unbundle | 5.61 (1.89) | 83.15(55.67) | 6.24 (1.74) | 4.17 (2.27)
Study 3
Matched Bundle 5.89 (1.77) | 101.89 6.91 (1.83) | 4.26 (2.45)
(60.71)
Unbundle | 5.40 (1.80) | 87.16 (50.95) | 6.37 (2.05) | 4.12 (2.58)
Mismatched | Bundle 3.23(1.84) | 38.13 (36.96) | 6.22 (1.75) | 2.57 (2.15)
Unbundle | 4.94 (1.74) | 50.45 (47.91) | 6.70 (1.79) | 3.69 (3.41)
Study 4
Buy Bundle 5.27 (1.33) [2.93 (2.45) 6.32 (1.69) | NA
Unbundle | 4.55 (1.52) | 2.57 (1.83) 5.57(2.16) | NA
Sell Bundle 3.96 (1.80) | 5.37(4.23) 6.23 (1.55) | NA
Unbundle | 4.88 (1.24) | 9.47 (10.58) | 6.47 (1.79) | NA




Appendix A: Stimuli used in Study 1
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Appendix B: Stimuli used in Study 2
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Appendix C: Stimuli used in Study 3

Mismatching set

Matching set




Appendix D: Stimuli used in Study 4
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Bundling Products Worldwide: How Self-Construal Influences Product Bundle
Evaluation

Seok Hwa Hong, New York University, USA*

Andrea Bonezzi, New York University, USA

Product bundling is a widely observed marketing practice, as it is known to be an
effective strategy to increase sales of companies’ offerings across various product
categories. Despite its preexisting ubiquity, product bundles are still growing in number,
because it has become easier for online-retailers to offer various forms of bundles to a
wide range of customers across the globe (Venkatesh and Mahajan, 2009). Given that the



same bundle offerings are being exposed to consumers with different cultural and
individual characteristics, it is important to investigate which type of bundles appeals to
which segment of consumers. The current research answers this question by examining
the impact of the interplay between the bundle type and self-construal on consumers’
bundle evaluation.

A bulk of research has shown that consumers prefer bundles of complementary
products to bundles of substitute (Gaeth, 1990; Telsler, 1970) or unrelated products
(Harlam et al., 1995; Popkowski-Leszczyc and Haubl, 2010). Together, these studies
indicate that consumers extract an additional value from the perceived degree of
complementarity between bundled items when evaluating product bundles. Building on
this, we propose that the amount of value that a consumer extracts from complementarity
differs depending on which self-construal consumers adhere to. It has been well
documented that individuals with interdependent self-construal have a more pronounced
ability to detect relationships between objects and/or concepts, compared to individuals
with independent self-construal (Ahluwalaia, 2008; Lalwani and Shavitt, 2013; Monga
and John, 2007). Accordingly, we predict that interdependents may be superior not only
at uncovering the relationship between bundled products, but also at discerning the types
of relationships between bundled products relative to independents. Thus, when bundles
include complementary products, interdependents would evaluate bundles more
favorably relative to independents because they would extract greater value from the
complementarity. We test our hypotheses across one study using secondary sales data and
three laboratory studies.

Study 1 provides an initial demonstration of the effect of self-construal on bundle
evaluation using global cosmetics company’s sales data from South Korea and U.S. We
employed culture as an operationalization for self-construal, as interdependence is more
prevalent in Korea, whereas independence is more prevalent in the U.S. Controlling for
price, product categories, and fixed-time effects, sales of product bundles was greater in
Korea than in the U.S. In contrast, sales of standalone single products did not differ
across countries (p = .23). Furthermore, sales of bundles of complements was greater than
that of bundles of non-complements (p <.001). This difference was not evident in the
U.S. (p =.52). The market share of complement bundles was greater in Korea than in the
U.S. (p =.001), supporting our prediction.

It 1s possible that the differences we found between these countries may be due to
differences in other unobservable factors like distribution channels and market size. To
address this issue, in Study 2 (n =237 from U.S. online-panel), we directly measured
participants’ chronic level of self-construal and examined how that correlated with their
evaluation of product bundles using a homogenous sample. Participants first filled out
Oyersman’s self-construal scales (1993) and then evaluated either a bundle of
complements (La Roche-Posay’s facial cleanser and moisturizer) or a bundle of
substitutes (La Roche-Posay’s two different facial cleansers). An OLS regression on
bundle evaluation revealed that overall, participants favored the complement bundle more
than the substitute bundle (p =.003). More importantly, this main effect was qualified by
a significant bundle-type x interdependence interaction (p = .04), but not by bundle-type
x independence interaction (p = .64). Interdependence was positively associated with
bundle evaluation (p <.001) when it consisted of complements. When the bundle
included substitutes, however, interdependence did not predict bundle evaluation (p =



21).

In Studies 3 (n=343) and 4 (n = 247), we directly tested the causal effect of self-
construal on bundle evaluation by manipulating self-construal. In addition, we examined
the moderating role of a contextual factor (i.e., brand composition) on the relationship
between self-construal and bundle evaluation. Rahinel and Redden (2013) found that
consumers enjoy joint consumption of multiple products more when the products are
labeled with the same brand (vs. different brands), because the matching brand labels
make the products go well together as complements. Since interdependents are more
susceptible to contextual cues like brand labels than independents, interdependents would
extract greater value from the complementary between bundled products when they are
from the same brand versus different brands. As a result, interdependents would favor a
bundle of complements from the same brand. However, because independents are less
concerned about relationship associated cues, a variation in brand composition would not
affect their bundle evaluation.

We first primed self-construal by having participants write about who they are
using a first-person singular vs. plural pronouns (S3) and what makes them similar to vs.
different from their family and friends (S4). Subsequently, approximately half of
participants saw a bundle of complements from the same brand (S3: MUIJI notebook,
pencil, and eraser; S4: Pantene shampoo, conditioner, and hair-masque). The other half
saw the comparable products from different brands. We then measured participants’
willingness-to-pay (S3) and purchase intention (S4) for the bundles. A significant self-
construal x brand-composition interaction (ps; = .01, pss = .02) revealed that
interdependents indicated greater WTP and purchase intention for the same-branded (vs.
differently-branded) bundles (ps; = .001, ps« = .01). These differences were not evident
among independents (ps3 = .94, ps4 = .50). Furthermore, in Study 4, we measured
perceived degree of complementarity among bundled items to test its moderated
mediating impact. Primed interdependence increased the purchase likelihood of the
bundle through enhanced perceived complementarity (C.Z. [.04, .28]). There was no
corresponding indirect effect among participants who evaluated the bundle of
complements from different brands (C.Z. [-.39, .08]).

In summary, we identify a key individual- and cultural-level difference in bundle
evaluation that previous research has overlooked. In doing so, the current research
suggests a novel marketing strategy to segment product bundles in both global and
domestic markets, as certain regions are known to possess collectivist than individualistic
culture.
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Double Mental Discounting: When One Single Price Promotion Feels Twice As Nice
Andong Cheng, University of Delaware, USA*
Cynthia Cryder, Washington University, USA

Consider a situation in which a college student purchases a $900 laptop and receives a
$100 gift card to spend in an Apple Store in the future. If the student feels confident that
she will use the gift card, she may mentally reduce the laptop cost and think: “T am
spending $800 (instead of $900) on this laptop because I receive $100 worth of store
credit back in my pocket.” Now consider that later, the student is back in the store
purchasing a $300 tablet. At this point, the student uses the $100 gift card, resulting in a
final $200 charge for the tablet. She may think: “I am spending $200 (instead of $300)
for this tablet, because my gift card covers some of the cost.” In total, this consumer has
paid $1100 for the laptop and tablet, and yet, because she mentally has applied the
promotional credit to both purchases, she may feel as if she paid substantially less.

This research studies consumers’ tendency to “double discount” some forms of financial
gains from their purchase prices. We find that consumers over-discount gains that feel
easily “coupled”, or directly associated, with multiple purchases. This finding extends
knowledge on malleable mental accounting. Previous research about malleable mental



accounting demonstrates that consumers have considerable flexibility in which one
account to post a gain (Cheema and Soman 2006). In this research, we propose that
consumers can post a single price promotion to multiple expenditures across time,
reducing total perceived costs (Thomas 2013; Thomas and Morwitz 2009) relative to
actual costs. This form of malleability suggests more than mere flexibility in budget
categorization; in this case, a single gain reduces perceived costs multiple times, defying
basic rules of accounting. We examine this phenomenon in seven studies in the full
paper, focusing on three studies in this abstract.

Study 1 establishes the basic double mental discounting phenomenon and tests the role of
coupling as mediator. Participants (n=438) first imagined buying a computer (Purchase 1;
$500) and subsequently imagined buying a tablet (Purchase 2; $300). Participants in a
discount condition received a standard $100 discount for Purchase 1. Participants in a
promotional credit condition, at the time of Purchase 1, received a $100 gift card to spend
on Purchase 2. We asked each participant how much they perceived they have spent on
each purchase (perceived cost; open-ended) and how coupled each purchase felt their
promotion (coupling; 1-9 Likert).

Promotional credit participants reported lower total perceived costs across the two
purchases (M=$663.51) than discount participants (M=$701.85; F(1,455)=54.40,
p<.001), though actual costs across the two conditions were identical. Promotional credit
participants also fully “double discounted” their price promotion more frequently (i.e.,
reported perceived costs of $600; p<.001), at a percentage of 38.57% (vs 3.05% in
discount condition). Further we find that promotional credit felt more highly coupled
with both purchases (M=13.81) than did the discount (M=10.46; F(1, 430)=106.75, p<
.001). The extent to which promotional credit felt coupled to both Purchase 1 and
Purchase 2 mediated double discounting (Indirect effect 95% CI =[7.22, 14.77], Direct
Effect B=8.61, t=3.09, p<.01).

Study 2 compares promotional credit to multiple other forms of price promotions to
determine the precise features of promotional credit that drive perceived costs lower.
MTurk workers (n=569) participated in a study that took place across two sessions. We
randomly assigned participants to interact with one of five price promotions: 1)
promotional credit 2) discount 3) mail-in rebate 4) cash back—general 5) cash back—
cash back received today (refer to Appendix 1 for condition descriptions). As in study 1,
participants imagined buying a $500 laptop that came with a $100 promotion
corresponding with their condition. In a separate session, participants imagined buying a
$300 tablet at the same retailer. After each purchase, participants reported perceived costs
and answered coupling questions.

Participants in the promotional credit condition reported significantly lower total
perceived costs (MpromotionalCredi=$652.88) than did participants in any other condition
(1\/[Discount:$71 128, MRebate:$693-89; MCashback—Basic:$684-82; M ashback-
ReceivedToday=5677.75; all p’s<.01 compared to promotional credit). In addition,
participants in the promotional credit condition reported significantly higher total
coupling (Mpromotionaicredit=13.55) than did participants in any other condition



(1\/[Discount:1 126, MRebate=1 150, Mashback-Basic=1 198, MCashback—ReceivedToday:12-47; all
p’s<.01 compared to promotional credit; Table 2 includes detailed comparisons).

Study 3 tests whether promotional credit influences willingness to pay in a field
experiment. A local gourmet ice cream shop partnered with the researchers to bring an
ice cream cart to a university campus for three days. On Day 1 (i.e., “Time 1”), potential
customers (n=172) who paused to read the ice cream cart sign were approached by a
research assistant who, depending on experimental condition, offered an immediate $3
discount or, $3 in promotional credit to spend on Day 2 or 3 (i.e., “Time 2”’) contingent
upon purchasing on Day 1. We measured how much ice cream participants in each
condition purchased across the three days as well as amount spent.

Examining total purchases, participants in the promotional credit condition purchased
marginally significantly more often on average (M=1.14), than did participants in the
discount condition (M=1.00, t(161)=1.82, p=.07). Participants in the discount condition
were significantly more likely to purchase exactly one time than were participants in the
promotional credit condition (91% versus 62%, x>=19.39, p<.001), however, participants
in the promotional credit condition were significantly more likely to purchase more than
one time than were participants in the discount condition (24% versus 5%, x>=13.93,
p<.001); see Table 3. Across the three days, the discount condition generated a total
revenue of $234.72, or $2.73 per customer who received the offer. The promotional
credit condition generated total revenue of $313.28, or $4.12 per customer who received
the offer.

In sum, we document that consumers favorably compute perceived costs when gains are
coupled with multiple expenditures, mentally discounting those gains multiple times to
feel as if they spend less money than they actually do. We refer to this tendency as
“double mental discounting”. Finally, we document that consumers who receive price
promotions that lend themselves to double mental discounting spend more on their
purchases.

TABLE 1: SCENARIO WORDING FOR STUDIES

Experimental Conditions

Time 1 Scenario

Time 2 Scenario

Study 1
(all)

Promotional Credit condition

Discount condition

Imagine that you are in Best Buy and you see a
laptop that you really like priced $500 including
taxes. There is a special today.

The laptop comes with a $100 gift card to use at
Best Buy in the future. You decide to buy the
laptop and gain the $100 gift card.

The laptop comes with a $100 price discount to
use today at Best Buy. You decide to buy the
laptop and use the $100 discount.

Now imagine that you go back to Best Buy one
month later.

You previously received a $100 gift card when
making a prior purchase at this store. You wani
buy a tablet and you see that the tablet is pricec
$300 including taxes. You decide to buy the tal
and use the $100 gift card.”

You previously received a $100 discount when
making a prior purchase at this store. You wani
buy a tablet and you see that the tablet is pricec




$300 including taxes. You decide to buy the
tablet.”

Study 2
(all)

Promotional Credit condition

Discount condition

Mail-in rebate condition

Cash back-basic condition

Cash back-received today condition

Imagine that you are in Best Buy and you see a
laptop that you really like priced $500 including
taxes. There is a special today.

The laptop comes with a $100 gift card to use at
Best Buy in the future.

The laptop comes with a $100 price discount to
use at Best Buy today.

The laptop comes with a $100 mail-in rebate that
you can mail in to receive a check.

The laptop comes with $100 cash back that will be

deposited in your bank account in the future.

The laptop comes with $100 cash back that will be
deposited in your bank account in the future.

In the scenario in part I of this study, you
received a $100 [promotion] when making a
laptop purchase at Best Buy. Now, imagine tha
you are back at Best Buy. You want to buy a
tablet and you see that the tablet is priced $300
including taxes.

You have not used the $100 gift card from you
previous laptop purchase and have it in your
wallet.

You received a $100 discount when making a
laptop purchase at Best Buy.

You have received the $100 rebate check from
your previous laptop purchase and deposited it
your bank account.

You have received the $100 cash back from yo
previous laptop purchase in your bank account.

Just today, you have received the $100 cash ba
from your previous laptop purchase in your bar
account (Italic emphasis for “just today” was
included in the original materials).

Study 3
Promotional Credit Condition

Discount Condition

$3 Gift Card Valid April 25 or 26, 11 a.m.-2 p.m.

$3 Discount Valid April 24, 11 a.m.-2 p.m.

No additional wording

TABLE 2: STUDY 2 EFFECTS AND CONTRASTS

Cash
Promotional Discount Mail-in  Cash back-  back-
Credit Rebate Basic Received
today
Promotion Value $100 $100 $100 $100 $100
Purchase 1 Retail Price $500 $500 $500 $500 $500
Purchase 2 Retail Price $300 $300 $300 $300 $300
Purchase 1 Perceived Cost $439.58° $424.51°  $431.80°® $429.86**  $426.38%
Purchase 2 Perceived Cost $213.30? $286.77¢  $262.09>  $254.96° $251.37°
Total Perceived Cost $652.882 $711.28°  $693.89% $684.82° $677.75°



Total Actual Cost ($700) — Total Perceived Cost $47.12 -$11.28  $6.11 $15.18 $23.38

Purchase 1 Coupling 6.00° 6.86° 6.71° 7.09° 7.10°
Purchase 2 Coupling 7.55¢ 4.40° 4.79% 4.89% 5.37°
Total Coupling 13.55¢ 11.26* 11.50* 11.98%® 12.47°

Contrast effects are denoted by superscript letters. Condition means in the same row that
share a same letter are insignificant from each other at p <.05.



TABLE 3: STUDY 3 FIELD TEST PURCHASES

# of Purchases Condition
Promotional Credit Discount
Percent Who Purchased on Day 1 87%* 95%°
Percent Who Purchased on Days 2-3 24%"° 5%*
a at
Average Number of Purchases 114 1.00
o/ b o/ a
Percent Who Purchased 0 Times 13% o
Percent Who Purchased 1 Time 62%?2 90%"°
Percent Who Purchased 2 Times 22%" 5%*?
Percent Who Purchased 3 Times 3%?* 0%?

Contrast effects are denoted by superscript letters. Condition means in the same row with
different superscript letters are significantly different from each other at a p <.05 level. A
¥ symbol indicates a statistically significant difference at a p <.10 level.
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You Get What You Pay For? The Impact of Scarcity Perception on Price-Quality
Judgments

Hanyong Park, University of Texas at San Antonio, USA*

Ashok Lalwani, Indiana University, USA

David Silvera, University of Texas at San Antonio, USA

While consumers routinely encounter situations where they perceive resources as
limited (Roux, Goldsmith, and Bonezzi 2015), little is known about how this perception
influences consumers’ use of price in their purchase decisions. To address this issue, this
research examines the link between a general perception of resource scarcity and



consumers’ tendency to use price to judge product quality, namely price-quality
judgments (Lalwani and Shavitt 2013).

We propose that a general perception of resource scarcity triggers the desire to
both have and perceive abundance (Cialdini 2001), and this motivates individuals to
exhibit a reduced tendency to categorize objects because categorization involves a feeling
of reduction. Reduced categorization tendency, in turn, hinders individuals from viewing
brands in terms of price-tier groups, and thus lowers their tendency to use price as a basis
for judging brands’ quality.

Study 1 tested the effect of scarcity perception on price-quality judgments.
Participants in the scarcity (vs. control) condition wrote three episodes in which they
didn’t have enough of something (vs. three things they did during the past week), then
elaborated on one of those episodes. Participants then reviewed a list of 33 camcorders
that included information on brand name, country of origin, model number, price, and
quality. Next, participants were given a retail price for an anonymous camcorder brand
(e.g., brand “A”) and asked to rate its quality, the process they repeated for 10 different
brands. The correlation between the retail prices of these anonymous brands and
participants’ quality estimates for those brands was the dependent variable. Results
showed that participants in the scarcity condition (M = .46) indicated a significantly
lower correlation between price and quality than participants in the control condition (M
=.65; F(1, 87) =4.64, p = .034).

Study 2 tested the underlying process by manipulating categorization tendency.
If reduced categorization tendency mediates the effect of scarcity perception on
decreased price-quality judgments, increasing categorization tendency via experimental
manipulation should attenuate the effect. A 2 (scarcity: scarcity, control scarcity) x 2
(categorization tendency: high categorization tendency, control categorization tendency)
between-subjects design was used. Scarcity was manipulated as in study 1. Next,
participants were shown a list of 30 random items and asked to sort the items into
subgroups (high categorization tendency) or to select any 5 items and write a sentence
about when and how those items can be used (control categorization tendency). Similar to
study 1, a list of 24 computer monitors with information on various attributes was used as
stimuli. The interaction between scarcity and categorization tendency was significant
(F(1, 173) = 8.66, p = .004). For participants in the control categorization tendency
condition, the correlation between retail prices and participants’ quality estimates was
lower in the scarcity condition (M = .56) than in the control scarcity condition (M = .83;
F(1,173) = 13.40, p <.001). However, for participants in the high categorization
tendency condition, the correlations did not differ between the two scarcity conditions (M
=.78 vs. M =.79; F < 1). This supports the role of reduced categorization tendency as the
underlying process.

Study 3 tested a moderator to bolster the process. If scarcity reduces an
individual’s categorization tendency, and this arises because avoiding categorization
leads one to feel greater abundance for oneself, an individual experiencing scarcity who
views objects that are to be owned by others may be motivated to do the opposite—
categorize the objects more so that others are perceived as having less (thus leaving more
available for oneself). Thus, we predicted that scarcity individuals who view brands that
others consider for their purchases (brands for their own purchase) should increase
(decrease) price-quality judgments. A 2 (scarcity: scarcity, control; between) x 2 (own



versus others’: own-purchase, others’-purchases; between) x 2 (price: high, low; within)
mixed design was used. Scarcity was manipulated as in study 1. Next, participants in the
own-purchase (others’-purchases) condition imagined that they were looking at brands
for their own purchases (other shoppers were looking at brands for their purchases). Next,
participants were shown three brands of washing machines, two of which were target
brands. In the high (low) price condition, the price of the target brand was highest
(lowest) among the three. Participants then rated quality of each of the two target brands.

The scarcity by price interaction in the own-purchase condition was significant
(F(1,572) =4.01, p = .046). When participants evaluated brands for their own purchases,
they rated quality higher for the high-price brand (M = 6.87) than the low-price brand (M
=6.05; F(1,572)=21.97, p <.001) only in the control condition; in the scarcity
condition, quality ratings for the low-price brand and the high-price brand did not differ
(M=6.28 vs. M=5.97; F(1, 572) =2.57, p > .1). This replicates the finding that scarcity
decreases price-quality judgments. Also, the scarcity by price interaction in the others’-
purchases condition was significant (F(1, 652) = 14.87, p <.001). When participants
evaluated brands that others consider for their purchases, they rated quality higher for the
high-price brand than the low-price brand, in both the control condition (M = 6.69 vs. M
=6.04; F(1, 652) = 18.44, p <.001) and the scarcity condition (M = 7.10 vs. M = 5.58;
F(1,652)=280.01, p <.001). However, the difference in ratings between the high-price
and the low-price brands was magnified in the scarcity condition, compared to the control
condition. Thus, the others’-purchase condition showed a reversal effect to our previous
findings, by demonstrating that people in the scarcity condition were more (not less)
likely to make price-quality judgments, which bolsters our theorizing.

To conclude, this research finds that a general perception of resource scarcity
decreases people’s tendency to use price to judge product quality. The current research
contributes to the scarcity literature by identifying a new psychological process activated
by scarcity: a reduction in categorization tendency. This research also adds to the
literature on price-quality judgments, as it identifies a new mechanism that may underlie
consumers’ price-quality judgments.

FIGURE 1

THE EFFECT OF SCARCITY AND CATEGORIZATION TENDENCY ON PRICE-
QUALITY JUDGMENTS (STUDY 2)
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Session 2
2.1 How Artificial Intelligence Is Changing Consumer Psychology
Symposium

Paper #1: Consumers’ Trust in Algorithms

Noah Castelo (Columbia University; ncastelo19@gsb.columbia.edu) Maarten Bos (Disney
Research USA; mbos@disneyresearch.com) Don Lehmann (Columbia University;
drl2@gsb.columbia.edu)

Paper #2: Consumers’ Choice of a Forecasting Method
Berkeley J. Dietvorst (University of Chicago; Berkeley.Dietvorst@chicagobooth.edu)

Paper #3: Theory of Machine: When Do People Rely On Algorithms?
Jennifer M. Logg (Harvard Business School; jlogg@hbs.edu)

Paper #4: Artificial Intelligence and Medical Decision Making
Chiara Longoni (Boston University; clongoni@bu.edu) Andrea Bonezzi (New York University;
abonezzi@stern.nyu.edu) Carey K. Morewedge (Boston University; cmorewed@bu.edu)

Symposium Overview

Artificial intelligence (A.l.) is becoming ubiquitous in our society. Applications of A.L
are manifold and pervade just about every aspect of our/consumers’ lives. Dating sites use
algorithms to match people looking for love. Hospitals use IBM’s Watson to diagnose cancer and
heart disease. Companies use chatbots to deliver customer care. Financial institutions use
mathematical models to automate trading and investment decisions.

How do consumers react to applications of A.L in various aspects of their lives? The
objective of this symposium is to feature research that offers a wide range of perspectives on this
question. In particular, this symposium showcases the most up-to-date research that examines
what factors hinder versus foster consumers’ reliance on A.l., how A.l. affects consumers’
judgments and decisions, and what psychological processes are at play when consumers interact
with A.I. The topics covered in this symposium include: (1) in what contexts do consumers prefer
the input of an algorithm over the input of a human; (2) what process underlies consumer choice
of a human versus an algorithmic forecasting method, (3) when do consumers rely on algorithmic
advice, and (4) how do consumers react to artificial intelligence providing medical care.

Castelo, Bos and Lehmann set up the stage by discussing when and why consumers trust
algorithms more than expert humans in a variety of domains. This research suggests that trust in
algorithms depends on three main factors: perceived objectiveness of the task, perceived
performance of the algorithm, and reliance on feelings versus reason.

Dietvorst develops the theme by examining why consumers often prefer to rely on their
own judgment rather than on a superior algorithm. This research suggests that, when faced with a
forecasting decision, consumers prefer to use their own inaccurate judgment over the output of a
more accurate algorithm. This is because consumer fail to directly compare the performance of
these two forecasting methods and instead compare the algorithm’s performance to an irrelevant
performance goal.

Logg tests whether people are distrustful of algorithms to the extent suggested by prior
work. Results from several experiments suggest that algorithm aversion might not be as pervasive
as we thought, and that people are willing to rely on algorithmic advice depending on factors such
as subjectivity of the decision, expertise of the advisor, and expertise of the decision maker.



Longoni, Bonezzi and Morewedge focus on the medical context and examine consumer
choice of care provider. The authors show that when it comes to health care, consumers are
reluctant to choose a robotic provider over a human provider even when informed that the robotic
provider is more accurate. The authors also identify a novel psychological mechanism driving
reluctance to rely on A.lL: a lay belief that a robotic provider will not account for a person’s
uniqueness.

Overall, the research featured in this symposium addresses a timely and important topic,
exploring how A.I. influences the way in which consumers behave, make decisions, and form
inferences. By examining the multi-faceted impact of A.I. on consumer psychology, we hope that
this symposium will spur a new wave of research that delves deeper into how and why Al affects
consumer judgment and decision making. Together, these papers raise and answer questions that
are both practically relevant and theoretically interesting, such as: How does A.l. influence
choices and behaviors across various consumer contexts? What processes explain these
influences? Under what conditions can policy makers ensure that A.I. does not come in the way
of consumer welfare?

We expect this special session will attract a wide audience. In particular, scholars whose
theoretical interests fall at the intersection of prediction, attitudes, advice giving/taking, and
medical decision making. Due to the breadth of the domains investigated (i.e., artificial
intelligence, recommendation systems, robotics), this symposium is also likely to attract
researchers interested in digital marketing and online consumer psychology. This symposium is a
novel submission (not presented at recent conferences), and all papers included are at an
advanced stage of completion.

Paper #1: Consumers’ Trust in Algorithms
Noah Castelo, Maarten Bos, Don Lehmann

Short Abstract (96 words):
We explore when and why consumers trust algorithms more than expert humans in a variety of
domains. We find that trust in — and use of — algorithms depends on the perceived objectiveness
of the task, the perceived performance of the algorithm, consumers’ reliance on their feelings, and
interactions between these variables. As algorithms increasingly outperform humans in a wide
variety of consequential tasks, our results provide important insights into when and why
consumers are likely to trust and use them, and how marketers can increase trust in algorithms in
order to improve outcomes for consumers and firms.

Extended Abstract (985 words):

Prior research suggests that consumers are “algorithm averse,” which may limit the
potential of algorithms to improve outcomes in many domains. We explore when and why
consumers trust algorithms, and how to increase trust when algorithms outperform humans.

Study 1. 808 MTurk users indicated how much they would trust an algorithm and a
human for 27 tasks, using 0—100 scales. The human was described as either an “acquaintance” or
a “well-qualified person.” Overall, participants trusted algorithms (M = 52.8) more than
acquaintances (M = 48.9) and less than qualified humans (M = 70.2, p’s <.001). However, this
pattern varied by task (see Table). 390 separate participants rated how objective each task seems.
The gap between trust in qualified humans and in algorithms was smaller for tasks that seemed
more objective (r=-.17, p <.001).



Acquaintance | Expert Human | Algorithm | Expert—Algorithm Gap | Task Objectiveness
Writing News Article 51 79 37 42 48
Composing a Song 45 81 43 38 30
Hiring & Firing Employees 43 72 34 38 49
Driving Truck 62 81 43 38 70
Predicting Joke Funniness 53 65 30 35 27
Driving Car 73 81 47 34 69
Piloting Plane 26 79 47 32 78
Rec. Gift 58 75 46 29 26
Rec. Di Treatment 25 73 48 25 69
Driving Subway 34 77 52 25 73
Disease Diagnosis 25 73 48 25 77
Playing Piano 53 84 61 23 48
Rec. Romantic Partner 41 59 37 22 26
Rec. Movie 68 76 59 17 23
Pred. Student Performance 41 63 46 17 52
Recommending Music 64 75 59 16 22
Rec. Marketing Strategy 40 70 56 14 55
Pred. Recidivism 36 54 42 12 45
Pred. Employee Performance 42 61 50 11 51
Scheduling Events 59 78 69 9 62
Buying Stocks 37 62 60 2 56
Pred. Election 36 51 54 -3 57
Pred. Stocks 33 55 63 -8 58
Pred. Weather 40 57 67 -10 68
Data Analysis 44 69 80 -11 73
Giving Directions 65 70 82 -12 75

Study 2. Do people trust algorithms more than humans when they have evidence that
algorithms outperform humans? 408 participants reported whether they would trust an algorithm
or a human more for 9 tasks, using a scale with 0 labeled as “trust algorithm more,” 100 as “trust
well-qualified human more,” and 50 as “trust both equally.” For each task, participants read about
a real study demonstrating that the algorithm outperformed humans. T-tests comparing each
task’s mean to 50 (“trust both equally”) showed participants trusted algorithms more for cancer
treatment, parole decisions, admitting students, and hiring employees, p’s <.001; they trusted
humans more for predicting someone’s personality and joke funniness, p’s <.001. The means for
driving cars, recommending movies, and psychological diagnosis were not significantly different
from 50. Given evidence of an algorithm’s superior performance, participants trusted algorithms
at least as much as qualified humans, except for the most subjective tasks. We also asked
participants how much they relied on their feelings and on facts when deciding whether to trust an
algorithm or a human more (we reverse-coded reliance on facts and averaged the two questions to
create a measure of reliance on feelings). Participants also reported a range of demographic
videos. We found that reliance on feelings (» =-.33, p < .001), desire for control (»r=-.14, p =
.005), political conservatism (» =-.09, p =.069), and age (r = -.10, p = .036) were negatively
correlated with trust in algorithms, while income (» = .13, p = .009) and education (r=.11,p =
.025) were positively correlated. Males trusted algorithms more than females (M =47.7 vs. M =
51.2,t=2.16, p =.031). After applying the Bonferroni correction for multiple comparisons, the
only correlation that remained significant was reliance on feelings, » = -.33, p <.001.

Study 3. Can framing subjective tasks as being objective increase trust in algorithms? 756
participants used the same scale as in Study 2 to report trust in algorithms vs. humans for the two
tasks where participants trusted humans more than algorithms. The tasks were either described
neutrally, as in Study 2, or as being objective (i.e. quantifiable, data-driven.) Trust in algorithms
was lower than in humans for both tasks in both conditions (control and objective frame), but the
objective frame did significantly increase trust in algorithms (collapsing across both tasks, Mcontrol
= 63.4, Mopjcciive = 58.3, p = .008; higher numbers indicate greater trust in humans relative to
algorithms).

Study 4. To apply these findings in a marketing context, 41,592 Facebook users were
exposed to one of 4 real ads on their Newsfeed, for either algorithm- or human-based dating
advice (subjective) or financial advice (objective). We measured click-through rate (CTR). CTR



for the dating advice ads was significantly higher for the human advisor (2.1%) than the
algorithm advisor (0.6%, p <.001). For financial advice, CTR was only marginally higher for the
human advisor (1.8% vs. 1.6, p =.071). This confirms that trust in algorithms is lower than in
humans primarily for subjective tasks.

Study 5. 14,997 Facebook users were exposed to 1 of 2 ads for algorithm-based dating
advice: either the neutral ad from Study 4, or one describing dating as benefiting from objective,
quantifiable data. CTR was higher for the objective ad (0.87%) compared to the control ad
(0.39%, p = .053). Advertising algorithm-based advice for a subjective task was therefore
improved by framing the task as being objective.

Study 6. 601 participants estimated the market share that a new product had captured after
one year, then saw the same estimate from a marketing expert or an algorithm, and could then
revise their initial estimate. The difference between their two estimates provides a measure of
reliance the algorithm or human’s advice. We informed some participants that the algorithm was
80% more accurate than expert humans. We framed the task as either objective or subjective.
When the task was framed subjectively, there were no differences in reliance on advice (Magorithm
=10.5, Maigorithm+performance = 11.2, Mhuman = 10.7, all p’s > .65). When the task was framed
objectively, participants relied more on the algorithm than the human when they were aware of
the algorithm’s performance (Maigorithm+performance = 14.5, Mhuman = 10.6, p < .001) but not when they
were unaware (Maigorimm = 10.4, p = .871). Thus, participants relied on an algorithm more than a
human only when the task was framed objectively and they were aware of the algorithm’s
performance. In all other conditions, participants relied on algorithms and humans equally.
Furthermore, participants’ reliance on feelings decreased reliance on the algorithm when
participants were unaware of the algorithm’s relative performance (f = -1.14, p =.001), but not
when they were aware (f = -.23, p =.533).

Consumers are increasingly presented with a novel choice: should they rely more on
another human’s input, or on an algorithm’s? Algorithms often outperform humans, but algorithm
aversion sometimes persists. We identified the importance of perceived task objectiveness,
algorithm performance, and trust in feelings in shaping this important choice.

Paper #2: Consumers’ Choice of a Forecasting Method
Berkeley J. Dietvorst

Short Abstract (83 words):
Consumers and managers often fail to use the best forecasting method that is available to them.
However, it is still unclear what decision process leads them to choose inferior forecasting
methods. I propose that consumers and managers choose between forecasting methods by (1)
using their status quo forecasting method by default and (2) deciding whether or not to use an
alternative forecasting method by comparing its expected performance to a performance goal. 1
find empirical support for this decision process in five experiments.

Extended Abstract (883 words):

Now more than ever, consumers and managers have the opportunity to use new
forecasting methods in order to make better predictions. For example, consumers can use
recommendation systems to decide which products to buy, use matchmaking algorithms to decide
whom to date, and use algorithms to forecast the future prices of airline tickets. Professionals can
use algorithms to forecast demand for products, decide which job applicants to hire, and choose
which investments to make. Algorithms already outperform humans in the majority of the
forecasting domains that have been tested (see LEgisdottir et al., 2006; Camerer, 1981; Dawes,
Faust, & Meehl, 1989; Grove et al., 2000; Kaufmann, Reips, & Wittmann, 2013; Kaufmann &
Wittmann, 2016; Kuncel, Klieger, Connelly, & Ones, 2013; Meehl, 1954), and algorithms will
become more accurate and abundant as we collect more data and develop new methods of



leveraging those data. However, these new forecasting methods cannot help consumers and
managers make better predictions if they are unwilling to use them.

Consumers and managers are often hesitant to use these new forecasting methods, even
when they are the best alternative available. Professionals often underuse algorithms when
making predictions (e.g. Fildes & Goodwin, 2007; Sanders & Manrodt, 2003; Vrieze & Grove,
2009). Similarly, laypeople often prefer using forecasts from humans to forecasts from algorithms
(Arkes et al., 2010; Diab, Pui, Yankelvich, & Highhouse, 2011; Eastwood, Snook, & Luther,
2012; Onkal et al., 2009; Promberger & Baron, 2006). However, it is still unclear what decision
process leads people to stick with inferior forecasting methods.

I propose that people choose between forecasting methods by (1) using their status quo
forecasting method by default and (2) deciding whether or not to use the alternative forecasting
method by comparing its expected performance to a performance goal. In other words, people
often decide whether or not to adopt an alternative forecasting method by asking “will this
alternative meet my performance goal?” instead of asking “will this alternative beat my default
forecasting method?”. This process leads people to reject a superior forecasting method when (1)
the inferior method is their default forecasting method and (2) the superior method performs
better than their default forecasting method but fails to meet their performance goal.

I report the results of five studies that are consistent with this decision process. In each
study, participants decided whether to use their own judgment or an algorithm to complete an
incentivized forecasting task. I manipulated participants’ performance goals by incentivizing
them to reach different levels of performance between conditions and tested whether or not this
manipulation affected participants’ choice of forecasting method.

In Study 1, participants in the “higher reference points condition” could earn $0.40,
$0.30, $0.20, or $0.10 for estimates that were off by 5, 15, 25, or 35 percentiles respectively, and
participants in the “lower reference points condition” could earn $0.20 or $0.10 for estimates that
were off by 25 or 35 percentiles respectively. I found that participants in the lower reference
points condition were significantly more likely to choose to use the algorithm (69% vs 52%),
¥2(1, N =544) = 15.87, p <.001. This finding is consistent with the notion that the majority of
participants used human judgment by default and compared the algorithm’s expected
performance to their performance goal when deciding whether or not to use it. In study 2, I
replicated this finding, 2(1, N =553) =5.14, p = .023, and ruled out the alternative explanation
that participants in the lower reference points condition believed that the algorithm had a larger
relative advantage.

In Study 3, participants made 10 practice forecasts and then learned how well they
performed on average. Next, participants were assigned to one of five conditions in which they
would need to achieve an absolute error of 12, 14, 16, 18, or 20 to earn a $0.25 bonus. Finally,
participants chose between using the algorithm’s forecast and their own by indicating how good
the algorithm’s past performance would have to be in order for them to use its forecast instead of
their own. I found that participants required the algorithm’s past performance to be significantly
better when they were assigned to harder incentives, t(506) = 2.21, p =.027, even though
participants in each condition believed that the algorithm was the better performing alternative,
ts(>=98) <=-3.61, ps <.001, and participants’ estimates of the algorithm’s performance
advantage were not related to their assigned condition, t(505) = -0.60, p =.552. In Study 4, 1
replicated the main finding from Study 3, z(N = 508) =4.01, p <.001, and found evidence
consistent with the notion that that 66% of participants used my hypothesized decision process
when making their decision.

In Study 5, I changed participants’ default — participants used the algorithm’s forecast by
default and reported how well they would need to perform in a set of 10 practice forecasts in
order for them to use their own forecast instead of the algorithm’s. Participants continued to use
the same decision process even though their default had switched. Participants required their own
past forecasts to be significantly better when assigned to harder incentives, z(N = 508) = 4.44, p <



.001, and I found evidence consistent with the notion that that 64% of participants used my
hypothesized decision process when making their decision.

Paper #3: Theory of Machine: When Do People Rely on Algorithms?
Jennifer M. Logg

Short Abstract (99 words):
When are people most likely to leverage the power of computational algorithms to improve their
judgment accuracy? Even though algorithms often outperform human judgment, people appear
resistant to allowing a numerical formula to make decisions for them (Dawes, 1979). Counter to
the widespread conclusion of algorithm aversion, results from eight experiments suggest that
people are willing to rely on algorithmic advice under circumstances that apply to many
decisions. The results suggest important moderators to algorithm aversion and contribute to a
program of research I call “theory of machine,” which examines lay beliefs about how
algorithmic and human judgment differ.

Extended Abstract (994 words):

Algorithms, scripts for sequences of mathematical calculations, are powerful. As humans
interact more with algorithmically programmed agents in their cars, homes, and workplaces, we
need to understand their “theory of machine.” By theory of machine, 1 refer to lay perceptions of
how algorithms and humans differ in their input, process, and output, a flavor of theory of mind
(Dennett, 1987). This tests when people are willing to rely more on algorithmic than human
advice.Anecdotal evidence has led to a widespread idea that people are resistant to allowing a
numerical formula to make decisions for them, even though algorithms often outperform human
judgment in accuracy (e.g., Dawes, Faust, & Meehl, 1989). Yet, the empirical evidence is mixed
and complicated (e.g., Dietvorst, et al., 2014; Dzindolet, et al., 2002; Yeomans, et al., 2017 vs.:
Dijkstra et al., 1998; Dijkstra, 1999). In eight experiments, I test whether people are as distrustful
of algorithms as prior work suggests.

Experiments 1A (N =202) and 1B (N = 77 MBAs) tested if people are willing to rely on
algorithmic advice. In Experiment 1A, participants guessed someone’s weight in a photograph
answered the Numeracy Scale (Schwartz, et al., 1997). Participants were more influenced by
advice when they thought that it came from an algorithm (M = .45, SD = .37) than from other
people (M =.30, SD =.35), F(1, 200) = 8.86, p =.003, d = .39. See Figure 1. Higher numeracy
correlates with greater reliance on algorithmic advice, r(100) = .21, p =.037. 1B replicated the
effect with MBAs, F(1, 72) = 13.21, p=.001, and two geopolitical forecasts, F(1, 72) =5.52,p=
.022. See Figure 2. Algorithm aversion may not be as widespread as prior work suggests.
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Experiments 2A (N = 276 decisions) and 2B (N = 555) tested a mechanism of reliance on
algorithmic advice: subjectivity of the decision. Participants provided three decisions for which



Percentage of Decisons

they expected reliance on an algorithmic and three for reliance on a human advisor. Decisions
were coded by assistants. Participants listed more objective decisions for the algorithmic advisor,
2 (1, N=144)=87.11, p <.001, » = 0.78, and more subjective decision for the human advisor,
x2 (1, N=136)=16.03, p <.001, » = 0.34 (Overall: y2 (1, N=276) = 92.66, p < .001, r=0.58).
See Figure 3. Subjectivity of the domain appears to explain why people are willing to rely on
algorithmic advice for objective estimates and forecasts.
Experiment 2B tested how subjectivity interacted with expertise of the human advisor.
The experiment had a 2 (subjectivity: subjective vs. objective) X 2 (expertise of person: expert vs.
non-expert) mixed design where participants imagined making twelve decisions. Subjectivity
was within-subjects and expertise was between-subjects. Controlling for importance, there is an
interaction between subjectivity and expertise, F(1, 550.98) = 124.98, p <.001. Figure 4 shows
that participants were more open to receiving algorithmic advice for objective decisions relative
to subjective decisions, F(1, 719.23) = 342.71, p <.001. Perceived subjectivity of the decision
mediates the relationship (sobel for between: z=-3.18, p =.001). Expert advice was preferred,
regardless of subjectivity, F(1, 719.23) = 0.87, p = .352. These results suggest that although
subjectivity mediates reliance algorithmic advice, expertise of the human advisor moderates it.
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Experiment 4 examined how the expertise of the decision maker influenced perceptions
of algorithmic advice. Experiment 4 (N =301 lay, 77 experts) compared how lay people and
experts who worked in National Security for the U.S. Government (who made geopolitical
forecasts regularly) differed in their response to algorithms. Participants made an estimate, one
business forecast (the samples were expected to have low expertise on both) and two new
geopolitical forecasts (the experts were expected have more expertise). Figure 5 shows that lay
people relied more on algorithmic advice. Figure 6 shows that experts discounted all advice
equally. Controlling for familiarity with what an algorithm is, there is a main effect of advisor,
F(1, 338)=9.46, p = .002, and expertise, F(1, 338) =32.39, p <.001. The effect of advisor is
driven by the lay sample, as evidenced in the interaction, F(1, 338) = 5.05, p =.025.
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Figure 5. WOA from the lay sample as a function of experimental advisor (another forecaster vs. algorithm). A line is
overlaid at 30% discounting for reference, denoting the average discounting produced from most of the advice-taking
literature (although see Soll & Larrick, 2009). Note: **p <.01, *p <.05.
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Figure 6. WOA from the expert sample as a function of experimental advisor (another forecaster vs. algorithm). Note:
non-significant p-values are noted above.

Counter to the widespread conclusion of algorithm aversion, results from eight
experiments suggest that people are willing to rely on algorithmic advice under circumstances
that apply to many decisions. Providing algorithmic advice appears to be one way to increase lay
people’s adherence to advice, which is useful considering that people tend to discount advice
from others (Bonaccio & Dalal, 2006). [OSF link with anonymized pre-registrations, materials, and
data: https://o0sf.10/t279p/?view _only=7d06036cc2644e9f8d683631e91eafcf]

Paper #4: Artificial Intelligence and Medical Decision Making
Chiara Longoni, Andrea Bonezzi, Carey K. Morewedge

Short Abstract (93 words)

Artificial Intelligence is revolutionizing healthcare, but little is known about consumer
propensity (or reluctance) to choose A.l. as their provider of medical care. In a first set of
experiments, we show that consumers are reluctant to choose a robotic provider over a human
provider even when informed that the robotic provider is more accurate. In a second set of
experiments, we identify a novel psychological mechanism driving reluctance to choose A.L: a
lay belief that a robotic provider will not account for a person’s uniqueness. We present process
evidence via mediation and moderation.

Extended Abstract (986 words)

Artificial Intelligence is revolutionizing healthcare. IBM’s Watson diagnoses heart
disease, the United Kingdom’s National Health Service uses conversational chatbots to dispense
medical advice, and an app called DermaCompare allows anyone to identify melanoma moles by
analyzing photos taken with a smartphone. Despite the excitement of the healthcare industry, it is
unclear how consumers will react to applications of A.lL to the medical field. Will consumers
choose A.L as their provider of medical care? If not, what are the barriers? To date, these
questions remain unanswered.

The current research focuses on the fundamental drivers leading consumers to accept (or
reject) A.lL. as provider of medical care. In a first set of experiments, we examine consumers’



reaction to A.l. We identify existing applications of A.l. in medical care, and systematically
investigate people’s propensity to choose (or reject) A.l. over a human provider. Studies 1a-b
show that consumers are reluctant to choose a robotic provider over a human provider even when
informed that a robotic provider is vastly more accurate. In a second set of experiments, we focus
on what explains consumers’ reaction to medical A.l. We identify a novel psychological
mechanism that drives consumers’ reluctance to choose A.l. as provider of medical care: the
belief that a robotic provider will not account for a person’s uniqueness. In study 2 we show the
association between one’s sense of uniqueness and reluctance to choose A.lL; in study 3 we show
that beliefs about the ability of a medical provider to accommodate a person’s uniqueness mediate
choice of provider (process evidence via mediation); and in study 4 we show that, when choosing
a provider for another person, a situation in which uniqueness concerns do not apply, people’s
reluctance to choose A.l. as a care provider is curbed (process evidence via moderation).

In studies 1a (N=253) and 1b (N=250) participants imagined choosing the provider of
preventive care (a dermatologist performing a skin cancer screening) and diagnostic care (a nurse
triaging chest pains). We employed a 2x3 between-subject design in both studies. Half of the
participants were assigned to a human-human choice-set (both providers were human) and the
other half to a human-robot choice-set (one provider was human and one was robotic). We also
manipulated the providers’ past performance, so that the past accuracy rates of the providers
were: equal, or one provider was slightly better, or one provider was better than the other to a
larger extent. Provider X was always human; provider Y was human or robotic depending on the
choice-set:

Past Performance (Accuracy)

Provider X = Provider Y Provider X < Provider Y Provider X << Provider Y
Study 1a Dermatologist X = 90% Dermatologist X = 90% Dermatologist X = 90%
(screening) Dermatologist Y = 90% Dermatologist Y = 93% Dermatologist Y = 96%
Study 1b Nurse X = 90% Nurse X = 90% Nurse X = 85%
(diagnosis) Nurse Y = 90% Nurse Y = 95% Nurse Y = 95%

Participants indicated their choice of provider (1=Definitely human provider X,
T=Definitely [human/robotic] provider Y, with 4=Indifferent). In both studies, 2x3 ANOVAs
revealed significant effects of Choice-set (F=23.9, p<.001; F=59.3, p<.001) and of Performance
(F=71.4,p<.001; F=91.2, p <.001). As one would expect, when the providers were both human,
participants were indifferent between the providers if their past performance was the same, and
chose the more accurate provider if their past performance was different. However, relevant to
our theorizing, when choosing between a human and a robotic provider, participants’ choices
revealed a reluctance to choose the robotic provider even when it was more accurate (all pairwise
ps<.001; left graph refers to study 1a, right graph refers to study 1b).



N Wb 1O N

' .oz

4.00 ? %
3.26 % /
¥ I I

dermatologist 1 = dermatologist 1 < dermatologist 1
dermatologist 2 dermatologist 2 << dermatologist
2

B human-human human-robot

6 4.05 e
7 1

2.64 % %

I@ I I

nurse X = nurse Y nurse X < nurse Y nurse X << nurse
Y

(6]

N

w

N

B human-human O human-robot

In study 2 (N=286), we used the Sense of Uniqueness scale (Simsek and Yalingetin 2010)
to measure perceptions that characteristics of the self are unique to the individual and different
from those of others (“I feel that some of my characteristics are completely unique to me,” “I
think that the characteristics that make me up are completely different from others’ and “I feel
unique;” 1=Strongly disagree,7=Strongly agree; higher scores indicated greater sense of
uniqueness, alpha=0.864). As in study 1a, participants then chose a dermatologist to perform a
screening (past accuracy was the same for both dermatologists and set at 90%) from a human-
human choice-set or a human-robot choice-set. Sense of uniqueness index had a significant
relationship with choice of provider (B=.14, SE=.056, =2.49, p=.01) and the negative
coefficient indicated that greater perceptions of self-uniqueness were associated with greater
reluctance to choose a robotic provider.

In study 3 (N=215) participants rated the likelihood to use a diagnostic service that
allowed them to chat with a nurse and diagnose whether the symptoms participants were said to
be experiencing required medical attention (1=Very unlikely, 7=Very likely). In a 2-cell between-
subject design, the triaging service was provided either by a human nurse or by a robotic nurse (a
chatbot). The service was described in detail and both providers were said to have been accurate
in the past 89% of the times. Subsequent to measuring the likelihood to use the service, we
measured the mediator of interest (3-items scale measuring beliefs about the ability of the
provider to accommodate a person’s uniqueness; alpha=0.928). As expected, participants were
more likely to use the service when the provider was human (M=4.15) than robotic (M=3.16;



=3.8, p <.001), with concern that the provider accommodates self-uniqueness mediating the
effect (LLCI=-0.7007 ULCI=-0.1803, Sobel z=-3.2, p=.001).

In study 4 (N=333) we employed the same scenario and choice variable as in study 3, but
this time we also varied whether participants were expressing intention to use the service for
themselves or for somebody else. When choosing for themselves, results replicated the findings
of study 3, with greater intentions to use the service if the provider was human (AM=2.40) than
robotic (M=1.70, p=.002); however, when choosing for somebody else, likelihood to use the
service was the same irrespective of whether the provider was human or robotic (p=.7;
Finteraction=4.7, p:03)

Overall, this paper investigates consumer reaction to automation in medical care.
Theoretically, this research advances our understanding of medical decision making and identifies
sense of uniqueness as an important and yet understudied factor. This research also has reaching
practical implications given that A.I. is increasingly pervading all aspects of medical care and
experts estimate that it will replace as much as 80% of what doctors currently do.
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SESSION OVERVIEW

Marketers want consumers to enjoy consuming their products. However, over
time, a consumer enjoys a particular consumption experience less and less the more he or
she consumes the product. This decrease in enjoyment over time is referred to as satiation
(Redden and Galak 2013). While satiation can result from physiological factors (e.g., the
sensation of being full after a big meal), psychological factors also affect the rate of
satiation. The goal of this symposium is to further explore the psychological factors that
affect the rate of satiation, with a specific emphasis on understanding social (papers 1 and
2) and perceptual (papers 3 and 4) variables that affect how quickly individuals’
enjoyment of consumption declines over time.

The first paper, by Tu, Yang, and Fishbach, examines a strategy consumers can
adopt to counteract unwanted satiation to an experience. Specifically, the authors find
that experiencing something repetitive (e.g., watching a movie again) with close others
who are new to the experience can enhance perceived novelty of the experience. This
occurs because individuals adopt the perspective of close others with whom they are
sharing the experience. The second paper, by Nowlan, Borenstein, and Laran, identifies
another factor, albeit a negative one, that also reduces the rate of satiation: stress. The
authors demonstrate that stress causes consumers to attempt to manage more aspects of
the hedonic task they are engaged with (e.g., eating, listening to music, etc.) as a means to
cope with their stress. As a result, stressed (vs. not stressed) consumers enjoy what they
consume for a longer period of time. The third paper, by Buechel and Townsend,
examines satiation in the context of visual aesthetics, and explores whether consumers
accurately predict the extent to which they will satiate to visually intense/complex (vs.
simple) product designs. The authors show that consumers predict they will satiate at a
slower rate to simple (compared to intense/complex) products, but in fact the reverse
occurs. As a result, consumers make an affective forecasting error that, as the authors
show, creates suboptimal outcomes when it leads to choice of visually simple over
visually complex products. The fourth and final paper, by Sevilla and Salerno, examines
how another dimension of visual aesthetics—color—interacts with incidental emotions to



affect the rate of satiation in the domain of eating. The authors adopt the perspective that
individuals associate certain colors with certain emotions (e.g., “blue” and “sadness”;
“green” and “envy”), and that eating foods whose color matches the emotion currently
being experienced can reduce the rate of satiation. This effect occurs because a fit
between color and emotion decreases the salience of the item being consumed, which
consequently leads the consumer to enjoy the product for longer.

Together, these papers identify four common marketing factors (social
consumption, stress, visual complexity, and food color) that affect the rate at which
enjoyment of a consumption experience declines over time. The research presented in
this symposium makes theoretical contributions by broadening our understanding of how
different properties of engagement with an experience can extend enjoyment of that
experience. This research also identifies steps that marketers of food and other
experiential products can take to extend consumer enjoyment of their products.

Seeing the World through Others’ Lens: When Co-experiencing with a First-timer
Boosts Novelty
Yanping Tu, Yang Yang, and Ayelet Fishbach

Short abstract

We show that consumers find a familiar experience novel again when
experiencing it with close (vs. distant) others who are new to the experience, because
they adopt close others’ perspectives. This effect is independent of another’s mere
presence and the change of experience type (solo vs. joint experience).

Extended abstract

Mundane life is filled with repeated activities. Very often consumers take the
same route to work, stop by the same coffee shop and interact with the same group of
people. Almost by definition, repetition results in a decrease in experienced novelty—
people satiate (Coombs and Avrunin 1977). To counteract unwanted satiation, prior
research has identified a few intra-personal strategies, such as consuming later and
consuming something different. We propose an interpersonal strategy: consume with
others who are new to the experience.

Due to our social instinct, we automatically synchronize our behaviors and
experiences with other people. When seeing others yawn, we also start yawning (Platek
et al. 2003); when witnessing a person being socially rejected, we feel lonely too
(Wesselmann, Bagg, and Williams 2009); when reading emotionally laden posts on
Facebook, without face-to-face interaction, we can feel how others feel and converge
with our friends’ emotions (Kramer, Guillory, and Hancock 2014). Building on this line
of research, we predict that when experiencing old stimuli with another person who is
new to the experience, people adopt his/her novel perspective, resulting in a more
refreshing experience for the self. This effect is driven by neither the mere presence of
others nor the change in experience type (i.e., solo experience vs. joint experience).
Hence, controlling for the presence of others, we predict that people find their experience
more novel when experiencing it with another person who has had the experience fewer
times. Importantly, because the degree to which people adopt another person’s fresh pair




of eyes depends on interpersonal closeness, we predict that the proposed effect only
occurs between close others. Four studies tested our proposed framework.

Study 1 surveyed people’s movie re-consumption experience. Participants
recalled the last time they re-watched a movie, rated the novelty of their experience, and
indicated whether they re-watched it by themselves or with other person(s). Those who
watched with other(s) further rated whether other(s)’ have watched the movie more or
fewer times than they did (1 = fewer times, 7 = more times). We also collected
background variables such as participants’ and other(s)’ overall liking of the movie. In
support of our hypothesis, those who re-watched the movie with others (vs. alone) rated
the movie more novel (M = 5.00, SD = 1.22 vs. M =4.57, SD = 1.09; t(256) = 2.50, p =
.013). This is driven by the lower consumption frequency of others relative to self (M =
2.93, SD =2.05, t(196) = 7.34, p < .001; one-sample t-test against 4). Further, controlling
for other people’s liking of the movie, the fewer times other(s) watched the movie
relative to participants themselves, the more novel participants rated their experience (f =
A7, p=.02).

Study 2 tested the effect in the Magic Kingdom in Disney World using real-time
measures. We surveyed visitors who were with family and friends. Participants first
evaluated novelty of their experience on that day, and then indicated whether they were a
first-time visitor or not. Non-first-timers also rated to what extent it felt like first time.
Next, participants indicated 1) how likely they would come back and 2) how soon they
would come back. Finally, they answered other questions about the visit, including 1) the
(average) frequency of other person(s)’ visit, 2) frequency of their own visit, 3) time
elapsed since their last visit, 4) time in Magic Kingdom on that day, and 5) group size.
Controlling for items 2)-4), the frequency of other(s) visit negatively predicted novelty (3
=-.19, p =.02), likelihood of coming back (f =-.24, p <.001), how soon people would
like to come back ( =-.24, p <.001), and for non-first-timers, whether it felt like first
time (B =-.42, p <.001).

Study 3 was conducted in the lab for higher internal validity. We presented
undergraduate participants with six pictures of their familiar campus scenes and asked
them to imagine visiting these places with a group of freshman (their in-group members)
who have “never been to these places before” or “been to these places many times”.
Participants in the former condition rated the scenes more novel (M =4.61, SD = 1.29 vs.
M =3.97,SD = 1.01; F(1, 130) =9.95, p=.002).

Study 4 further tested the process by manipulating closeness, using a 2 (Other’s
status: without-prior-experience vs. with-prior-experience) x 2 (Closeness: close vs.
distant) between-participants design. Participants first answered a few attitude questions
as a part of the closeness manipulation. Next, they watched a short video clip four times,
and then watched it one more time with another person who “has not yet watched the
video” or “has watched this video for the same number of times.” They also learned that
this person’s answers to the attitude questions overlapped 80% (in close conditions) or
20% (in distant conditions) with theirs. Finally, participants rated the novelty of the last
iteration. An Other’s Status x Closeness ANOVA on novelty yielded the predicted
interaction (F(1, 79) = 6.25, p = .014); participants found the video clip more novel when
the other person had no prior experience (M =4.52, SD =2.09 vs. M=3.19,SD =2.11;
t(40) = 2.06, p = .046) only when they felt close to the other person.



Satiation occurs all too often as consumers usually need to experience stimuli
repeatedly by themselves. We propose and find support for a social approach to combat
satiation—that is, consumers can regain novelty by re-experiencing with a close other
who has a fresh pair of eyes. Among other benefits of a social relationship, such as
emotional and financial support, friends can enhance our experiences.

Does Consumer Stress Affect the Rate of Satiation?
Luke Nowlan, Ben Borenstein and Juliano Laran
Short abstract

We demonstrate that stress reduces the rate at which consumers satiate to hedonic
consumption experiences. This occurs because stressed individuals, in order to cope with
the loss of control associated with stress, attempt to manage various aspects of the tasks
they are engaged with. We find that this coping strategy sustains enjoyment of hedonic
experiences such as listening to music, eating, and looking at images. Three studies test
and support this framework and rule out alternative accounts.

Extended abstract

Stress is the state resulting from an inability to cope with elements of the
surrounding environment (Lazarus 1966). On a day-to-day basis, a variety of factors can
cause consumers to feel stress, such as waiting in a check-out line that won’t move
(Wheaton 1990). While the physiological and psychological effects of stress on general
behavior have been well-documented (Mathes, Brownley, Mo and Bulik 2009), less is
known about the psychological mechanisms underlying the effect of stress on behavior in
consumption contexts. The purpose of the current research is to investigate how stress
affects the way consumers manage consumption experiences, which consequently
influences sustained enjoyment of consumer experiences. Specifically, we propose that
stress can slow the rate at which consumers satiate to the things they consume.

Satiation refers to a decrease in enjoyment of hedonic experiences over time
(Redden 2007). For example, consumers typically enjoy the fifth slice of pizza less than
the first slice of pizza. Several psychological factors have been shown to reduce the rate
of satiation (i.e., sustain enjoyment), including limited availability (Sevilla and Redden
2014), perceived variety (Galak, Redden and Kruger 2009), and lower categorization
level (Redden 2007) of the stimuli being consumed. We assert that another such factor
involves the tendency for stressed consumers to try to manage various aspects of the tasks
they are engaged with. Research on the psychological effects of stress demonstrates that
consumers experience a loss of control during stressful experiences (Durante and Laran
2016), and subsequently adopt compensatory strategies to restore control (Cutright and
Samper 2014). We propose that stressed individuals, as a means of coping, attempt to
manage various aspects of the tasks with which they are engaged. This broader scope of
engagement enhances the connection between the individual’s actions and features of his
immediate environment, thus helping to restore control. Additionally, because consumers



that are engaged with more varied aspects of a hedonic activity (e.g., eating food) tend to
enjoy the experience for a longer duration (Crolic and Janiszewski 2016), we hypothesize
that stress decreases the rate at which consumers satiate to such experiences. Three
experiments test this hypothesis in the domains of music (study 1), food (study 2), and
images (study 3).

Study 1 was a 2 (state: stressed vs. neutral) by 5 (consumption trial) mixed design.
Participants were randomly assigned to write for two minutes either about their typical
day (neutral condition), or about all the things that stress them out in life right now
(stressed condition). Subsequently, each subject was exposed to a list of popular songs
and was asked to choose one song. Subjects listened to an audio sample of their chosen
song, and this was repeated across a total of five trials. After each trial, participants rated
their enjoyment of the song. While participants in both conditions satiated to their chosen
song to some degree, the decrease in enjoyment from T1 to TS5 in the stressed condition
was significantly smaller than that of the neutral condition, supporting our prediction that
stress reduces the rate of satiation.

Study 2 aimed to replicate the results of study 1 in the domain of food consumption, and
rule out the possibility that demand could play a role in this effect. To accomplish this,
undergraduate participants prepared an argument, which half of them thought they might
have to present to the rest of the lab (stressed condition) and the other half did not
(neutral condition) (Dickerson and Kemeny 2004; Durante and Laran 2016). In an
ostensibly unrelated study, participants were asked to complete a taste test of grapes.
Across five trials, participants ate a total of fifteen grapes (three per trial), reporting their
enjoyment for the grapes after each trial (Sevilla and Redden 2014). Consistent with our
prediction, the rate at which stressed participants satiated to the grapes was significantly
slower than that of the neutral condition.

In study 3, we sought to test the process underlying the effect, as well as rule out
the possibility that the effect of stress on satiation can be explained by negative affect in
general. To accomplish this, we induced either stress or sadness, and subsequently
measured enjoyment of images across five trials. Importantly, we also manipulated
whether or not participants perceived that the task they were doing was inherently
manageable. Thus, study 3 employed a 2 (state: stress vs. sadness) by 2 (management:
baseline vs. no task management) by 5 (trial) mixed design. We predicted that, at baseline
stress would decrease the rate of satiation, but when participants did not attempt to
manage the task, stress would have no effect on the rate of satiation. After writing about
things that make them stressed/sad in life, participants completed five trials where they
ranked images of computers. We listed a different criterion on which to base the rankings
in each trial (e.g., “how sleek the computers are™), but in the no task management
condition, the instructions made it salient that participants could not use their own criteria
to rank the images, rather, they had to use the one we specified. The images were the
same in all the trials, and after they completed each ranking they rated how much they
liked the images. Replicating studies 1 and 2, at baseline stress reduced the rate of
satiation to the images. However, when participants perceived that they could not manage
aspects of the task, there was no difference between the stressed and sadness condition. In
addition to highlighting the role of task management in decreased satiation resulting from
stress, study 3 also demonstrates that this effect is not general to all negative affect,
rather, it is specific to stress.



Together, these three studies support our framework that stress decreases the rate
at which consumers satiate to hedonic experiences. In addition to contributing to the
discussion of the effects of stress on consumer health, this research makes a theoretical
contribution in the realm of satiation. Specifically, we identify a novel property of task
engagement that sustains enjoyment of the things individuals consume.

Buying Beauty for the Long Run: (Mis)predicting Liking of Product Aesthetics
Eva Buechel and Claudia Townsend

Short abstract

Investigating predicted and experienced satiation to two common product design
elements, the intensity of color and pattern, we identify a systematic error in consumer
preference for aesthetics over time. When choosing for long-term use versus short-term
use, consumers opt for simpler designs (less intense colors and patterns) because they
predict faster satiation (greater irritation and greater decrease in liking) for high (vs. low)
intensity design elements. This preference, however, seems to be misguided. Specifically,
consumers overestimate satiation from high intensity design elements, leading to errors in
predicted utility and suboptimal decision-making.

Extended abstract

Design elements, such as product color and pattern, are an increasingly important
component of the consumer product choice decision (Hoegg and Alba 2008, Patrick and
Peracchio 2010). Given that many products are purchased for use over an extended
period of time, consumers must not only identify their current preferences, but also
predict if and how these preferences may change in the future (Kahneman and Snell
1992). Thus, an important question is whether consumers can accurately predict satiation
with different product design elements.

Previous research suggests that consumers are not very adept at predicting future
hedonic value (Wilson and Gilbert 2003; 2005) and often have erroneous beliefs about
how hedonic value changes after repeat consumption (Snell, Gibbs and Varey 1995). For
example participants failed to anticipate that repeated consumption would increase
tastiness of an unpalatable yogurt and overestimated how quickly they would tire of
music over time (Kahneman and Snell 1992).

While it is clear that consumers have difficulty predicting hedonic value, little is
known about how consumers predict perceptual satiation and how this might influence
consumer decision-making. Furthermore, research comparing predicted and actual liking
has not systematically manipulated stimuli characteristics and examined how these
influence predicted and experienced hedonic value over time.

We focus on two common product design elements: color and pattern. Both color
and pattern are aesthetic characteristics that vary in their intensity and arousal potential
(Berlyne 1970; Kueller, Mikellides, and Janssens 2008; Walters, Apter, and Svebak
1982).

We propose that consumers anticipate high arousal design elements (intense
colors and patterns) to become increasingly irritating, making them believe they will tire
from high arousal product designs more quickly than from low arousal product designs



(H1). As a result, they will be more likely to avoid intense product designs when the
product is intended for long-term use (H2).

This intuition however, may be misguided. Berlyne (1970) suggested that
satiation effects depend on the arousal potential of the stimuli. Consumers experience
greatest hedonic value when the arousal potential is at a moderate level (Wundt 1974).
While people tire quickly from stimuli with low arousal potential, stimuli with high
arousal potential only reach this optimal moderate arousal potential after repeated
exposure, thus slowing satiation (Zajonc, Shaver, Tavris, and Kreveld 1972).

The broad implication for product design is that arousing product design elements
might not be as tiring as consumers expect, but instead yield continued hedonic value.
Specifically, we hypothesize that consumers overestimate satiation from high arousal
design elements, leading to errors in predicted utility (H3).

In four studies we investigate how consumers predict satiation to product design
elements varying in arousal potentials over time and how this influences purchase
decisions. In addition, we compare predicted and actual liking to examine the accuracy of
consumers’ predictions.

Study 1A varied the expected product usage period and examined its effect on
product design preference. Participants in Study 1A imagined purchasing paper cups for
use over one weekend (short-term condition) or the coming year (long-term condition)
and were presented a choice between a low (white) and a high (bright green, bright
orange, bright blue, green stitch, blue dots, black zig-zags or red checkered) intensity
design. Participants were more likely choose the low intensity design when the
consumption duration was long (45.5%) than when it was short (30.9%; H2). Study 1B
replicated these results with a variety of low and high intensity iPad cover designs by
simply activating a long-term vs. short term consumption mindset.

Study 2 tested whether the preference for low arousal design elements when
making decision about long term use results from consumer predicting faster satiation
with high arousal design elements (H1). Participants reported predicted irritation and
liking for one of two products (bedding or plates) with either low or high arousal product
design (low arousal [plain white], high arousal pattern [white/striped or white/abstract],
high arousal colored [strong green or strong orange]) at various points in the future
(ranging from one week to four years). Participants expected to grow tired more quickly
from high arousal than from low arousal product designs, which was mediated by
anticipated irritation with the product designs. The pattern was observed for both of the
high arousal design elements, color and pattern.

Study 3 and 4 tested whether consumers’ predicted satiation patterns observed in
Study 2 are accurate (H3).

In a lab study (Study 3), participants either forecasted or reported their liking of a
low (e.g., light gray) or high intensity (e.g., bright color and/or abstract patterned) screen
background over 15 five-second exposures. In a field study (Study 4) conducted in class,
students (experiencers) used a nameplate that had either a high or low arousal design
(Low [plain white or pale green], high [abstract pattern or bright green) and reported their
liking of the nameplate at three points in the semester (beginning, mid, end). A separate
group of students (forecasters) imagined using one of the four nameplates in a class and
predicted how much they would like it at the same three points in the semester.



In both studies, forecasters predicted that they would grow more tired of high
intensity (vs. low intensity) designs, when, in fact, participants satiated more quickly
from low (vs. high) intensity designs. As a result, forecasters overestimated satiation
from high arousal design elements, leading to errors in predicted utility (H3). Providing
direct evidence for subobtimal decision-making, a follow up study confirmed that
students are more likely to choose a low arousal nameplate to use over the semester, even
though they were more likely to choose a high arousal nameplate to use in just one class.

In conclusion, we identify a systematic error in consumer preference for
aesthetics. We show that consumers are more likely to choose simple (vs. intense)
product design elements for long-term use than short-term use because consumers predict
they will satiate more quickly from intense product design elements than simple ones. We
also show that product design decisions for long-term product use may be misguided and
that consumers overestimate satiation with intense product design elements.

The Effect of Incidental Emotion and Food Color on Satiation from Repeated
Consumption
Julio Sevilla and Anthony Salerno
Short abstract
We demonstrate how the interplay between incidental emotions and food color

influences satiation. We show that participants satiated slower when they consumed a
food whose color was consistent with their currently experienced emotion. For example,
while feeling angry (sad) participants satiated slower from the consumption of red (blue)
chocolate balls. This fit between emotion and color led to reduced salience of the item at
the moment of consumption and to less satiation from it. Finally, we provided evidence
for the generalizability of the effect by showing that it held across emotions of different
valence and arousal levels.

Extended abstract

While common intuition may dictate that consumers satiate from the quantity
consumed (e.g. Mook and Votaw 1992; Rolls et al. 1981), past work has shown that
satiation can also be influenced by psychological factors such as the way in which a
stimulus is categorized (e.g. Redden 2008) or perceived (e.g. Sevilla and Redden 2014),
or by the metacognitions (Redden and Galak 2013) or time orientation (Galak, Redden
and Kruger 2009; Sevilla, Zhang and Kahn 2016) by which an experience is construed.
Despite these findings, one factor that has received little attention in past work on the
psychological determinants of satiation relates to how the visual aspects (e.g. color) of a
food stimulus may affect satiation. In this work we examine how consumers differentially
satiate from otherwise identical stimuli that only vary on the color dimension.
Specifically, we show that consumers satiate slower from stimuli whose color is
consistent with their currently experienced emotions.

We build on past findings demonstrating that certain colors are closely associated
to certain emotions (e.g. Goethe 1810). For example, bright red has been associated to
anger (e.g.; Epps and Kaya 2004; 2005) while dark blue has been related to sadness (e.g.
Goethe 1810). We show that not only do consumers relate specific colors to certain
emotions, but that these associations can also influence the rate of satiation from foods
whose colors are consistent with their current emotions. We show this effect across




different types of emotions that vary on valence and level of arousal. Furthermore, we
demonstrate that the effect is driven by a positive effect of a match between current
emotion and food color, rather than by a negative effect of a mismatch. We also
demonstrate that the effect is explained by the reduced salience of a food whose color is
consistent with a consumer’s current emotions, which makes the consumption experience
less satiating.

We provided support for our hypothesized effect and its underlying mechanism
across three real food consumption studies. Study 1 provides initial evidence in favor of
the hypothesized effect. In this design we exposed consumers to eating either bright red
or dark blue chocolates and manipulated their incidental emotions through the
presentation of a video. This video either made them angry, sad or was a control emotion.
We expected that the dark blue chocolate would be a match with the sad emotion while
the bright red chocolate would be a match with the angry emotion. We hypothesized that
the control condition would not be a match with either type of chocolate. This condition
was included to test if any observed effect was due to a beneficial effect of a match
between a color and emotion or due to a negative effect of a mismatch between color and
emotion. Consistent with our theory, we showed that, in the anger and sadness
conditions, consumers satiated slower and enjoyed the last bite of chocolate more when
there was a match between their experienced emotion and the color of the food eaten
(Mmaten=34.47 vs. Muo-maich = 23.94; F(1, 293) = 14.24, p <.0001). Importantly, we did
not observe any difference between the no emotion and the no-match conditions (F <1,
n.s.), which shows that the effect is driven by a positive effect of a match between
incidental emotion and color. This finding is also consistent with past work linking bright
red to anger and dark blue to sadness (e.g. Cortes 2005; Goethe 1810; Kaya 2004; 2005).

Study 2 provided support for the generalizability of the effect by showing that it
holds for other negative emotions such as fear and envy. Furthermore, in this case rather
than relying on past literature, we ran a pretest to delve more into the relationship
between different emotions and colors. The pretest demonstrated that the color black is
associated to fear while green is related to envy. Given this, we used these emotions and
colors as our stimuli for this study. Consistent with study 1, once again we showed that
the last bite of a chocolate experience was enjoyed more when there was a match
between an experienced emotion and the color of the food eaten (Mnaich=47.29 vs. M-
match = 35.73; F(1, 201) = 8.84, p < .005).

The goal of study 3 was twofold. First, unlike the first two studies, which tested
the effect across negative emotions, in this experiment we employed two positive
emotions (i.e., happiness and calmness) that vary in the level of arousal they evoke
(Russell 2003). Specifically, we used happiness and calmness as our target emotions.
Once again, we relied on our pretest to provide support for the link between these
emotions and their associated colors. In this case, our pretest showed that happiness was
linked to the color pink while calmness was associated to turquoise. Our satiation results
once again showed that a match between an experienced emotion and the color of a food
eaten led to more enjoyment of the last chocolate consumed (Mnaich= 43.06 vs. Myo-maich =
30.65; F(1,288)=15.16, p <.0001). The second objective of this study was to provide
mediation support in favor of our hypothesis that the effect was driven by a congruency
between the experienced emotion and the color of a food consumed making the eaten
item less salient, which led to a slower rate of satiation (B= .72, 95% CI: [.02, 2.19]). This



finding seems to be consistent with past work showing that keeping less track of what is
consumed decreases the rate of satiation (e.g. Sevilla and Redden 2014).

The present research extends our knowledge of the phenomenon of satiation by
showing that visual aspects of a food consumed, such as its color, may influence how fast
we satiate from an experience. Furthermore, this work demonstrates that this may occur
due to the interplay between an experienced emotion and the color of the food consumed.
This finding shows that the effect of food color on consumption may be moderated by
contextual factors.
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2.3 Affect: Anger, Fear, Gratitude, and Just a Tease
Individual Papers

On the Consumption of Anger-Eliciting Items
Nira Munichor, Bar-Ilan University, Israel*
Yael Steinhart, Tel Aviv University, Israel

Given that anger is generally considered a negative feeling, intuitively we should expect
people to refrain from consuming anger-eliciting items (e.g., an article that speaks in
favor of a rival political party). With so much content to choose from, it seems logical to
assume, for example, that people would change the channel or turn the page when anger-
inducing news or opinions are delivered. Contrary to this intuition, we suggest that
sometimes people are motivated to consume items (e.g., articles) that make them angry.
Prior studies show that anger leverages performance in conflictual tasks (Tamir et al.,
2008; van Kleef & Coté, 2007), and may also be instrumental to maintaining the
positivity of the self, for example by producing a sense of control and lessening self-
blame attributions (Lerner & Tiedens, 2006; Smith & Ellsworth, 1985). Integrating these
streams of research, we suggest that anger may increase consumption when it is
intertwined with a conflict between consumers’ attitudes and the message conveyed by a
consumed item. We further suggest that this effect arises because in the presence of such
a conflict, anger-involved consumption may have positive effects on self-perceptions.
The experience of discordance between the message carried by a consumed item and
people’s own opinions may challenge people’s personal views and therefore cause them
to question themselves (De Dreu & van Knippenberg 2005; Rohmann et al. 2008). In line
with previous findings pointing to the potential of anger for maintaining the positivity of
the self, we expect that in the presence of a conflict, consumers who engage in anger-
eliciting consumption will eventually feel better about themselves, as expressed in greater
confidence in their attitudes and beliefs and feelings of greater self-value.

A set of experiments provides empirical support for the consumption of anger-eliciting
items, its underlying motivation, and its favorable consequences in terms of self-
perceptions. Specifically, a pilot study confirmed prevalent deliberate engagement in
anger-involved consumption. Participants reported consuming a variety of items despite
expecting their consumption to make them angry: for articles, 78%; for blogs, 62%; and
for television programs, 48%.

Experiment 1 then manipulated conflict through two versions of a brief narrative about an
incident in which a disabled person was not allowed to fly with his wheelchair. Analysis
using the PROCESS bootstrapping method (Model 4, with 5000 resamples; Hayes 2013)
confirmed the mediating role of anger in the effect of conflict on consumption intentions.
Compared to lower conflict, higher conflict with the message induced more anger
(#(205)=9.86, p<.001). Greater anger, in turn, increased people’s interest in further
consumption of the conflictual item (i.e., reading more about the incident; 95% CI: .560,
1.403), and also made them more likely to choose to read a full-length article specifically
on the conflictual topic (over an alternative item; 95% CI: .067, .429). The results further
suggest that anger contributed to the effect of conflict above and beyond arousal.



Experiment 2 provides initial support for our proposed underlying process by
demonstrating that anger resulting from conflictual consumption leads people to expect to
feel better about themselves following further consumption of the same type. Analysis
using the PROCESS bootstrapping method (Model 4, with 5000 resamples; Hayes 2013)
confirmed that the level of anger which people felt following the conduct of Trump
during the US presidential election campaign mediated the effect of their perceived
conflict with Trump’s agenda on how they expected to feel about themselves after
listening to his next speech (95% CI: .070, .443). Specifically, conflict increased anger
(95% CI: .825 to 1.115), and anger, in turn, led to greater expectations to feel better about
oneself (more assured in one’s opinions, smarter, and more self-valuable; Cronbach’s
a=.73) (95% CI: .078 to .438). Experiment 2’s results also suggest that the current effect
is unlikely to be triggered by other emotional reactions, such as happiness and sadness.

Experiments 3A and 3B provide convergent evidence for our proposed effect, showing
that actual consumption of conflictual items driven by anger indeed helps people to feel
better about themselves. In Experiment 3A, an analysis using the PROCESS
bootstrapping method (Model 4, with 5000 resamples; Hayes 2013) revealed that the
greater the conflict people perceived with a satirical political television show, the angrier
they felt, and the longer they watched the show (95% CI: .002, .093). An additional
analysis testing serial multiple mediation using the PROCESS bootstrapping method
(Model 6, with 5000 resamples; Hayes 2013) confirmed that as a consequence of their
anger-involved consumption, people felt better about themselves (95% CI: .0002, .0478).
The results of Experiment 3A also suggest that the current effect is unlikely to be
triggered by participants’ prior self-perceptions.

Experiment 3B manipulated conflict through a written narrative about a real incident in
which one Member of Parliament accused another of double voting. A serial mediation
analysis using the PROCESS bootstrapping method (Model 6, with 5000 resamples;
Hayes 2013) revealed that anger resulting from a conflict with the content of the initial
paragraph caused people to spend more time reading a full-length article about the
conflictual topic (95% CI: .002, .142), and, consequently, enhanced their self-perceptions
(95% CI: .001, .103). The results of Experiment 3B also suggest that interest level and a
desire to know whether the issue had been resolved, be more informed, or relieve
boredom cannot explain our results.

Taken together, our results show that people deliberately engage in the consumption of
items that elicit anger when a conflict of attitudes accompanies consumption, and they do
so because the anger serves a purpose—namely, producing “better-self” perceptions.
These findings contribute to our understanding of the evasive interplay between
emotions, consumption and self-perceptions, add to the literature on anger and self-
protective consumption, and have practical implications for the designing of messages in
the media and other consumed content.
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I’m Scared, Want to Listen? Incidental Fear’s Influence on Self-Disclosure to
Brands

Anupama Bharadwaj, University of Washington, USA*

Lea Dunn, University of Washington, USA

JoAndrea Hoegg, University of British Columbia, Canada

Extant research has considered various antecedents that may influence consumers
to engage in self-disclosure (Derlega et al, 1993). However, scant research has examined
the impact of incidental emotion on self-disclosure. For example, a common emotion
consumers feel is fear. Yet, research has not considered incidental fear’s potential
influence on self-disclosure motivations. In this research, we explore the impact of fear
on self-disclosure and how this self-disclosure may be beneficial for brands.

Fear is a basic negative emotion elicited in response to perceived threat (Izard,
2013). Several theories examine the antecedents to and outcomes of fear. For example,
cognitive appraisal theory suggests that fearful individuals are risk-averse and express
pessimistic risk estimates of future events (Lerner and Keltner, 2001). Emotion
regulation, however, has found that people cope with fear through affiliation with others
(Schachter, 1959; Sarnoff and Zimbardo, 1961), a mechanism that has been shown to
enhance brand attachment (Dunn and Hoegg, 2014).

The above theories of fear provide divergent predictions on fear’s effect on
behavioral outcomes. While cognitive appraisal theory would predict that fearful
individuals are risk-averse, affiliation theory would predict that fearful individuals are
motivated to affiliate with others. Such affiliative behavior could potentially put an
individual at risk of rejection or exploitation, if it involves self-disclosure (Derlega et al,
1993). Previous literature has suggested that individuals choose to divulge private
information when it provides a “net benefit” (White 2004), and are more likely to be open



and honest when they do disclose (Derlega et al. 1993). This vulnerability results in self-
disclosure being an inherently risky activity. If self-disclosure can enhance affiliation,
but is also perceived as risky, which motivation (risk-aversion vs. affiliation) would exert
greater influence over a fearful individual? This research explores this question and, in
doing so, adds theoretical depth to our understanding of the motivational outcomes of
fear. We suggest that the findings can also be beneficial for brands as self-disclosure can
strengthen consumer-brand relationships.

Across four studies we observe directional and significant effects of fear on self-
disclosure. Specifically, we expect affiliation (via measurement and moderated by
affiliative experience) as the underlying process. For sake of space, we provide three of
our four studies here. Study 1 (N = 155) tested whether a) self-disclosure is seen as a
risky activity and b) fear leads to higher perceptions of risk. Using several measures of
self-disclosure behavior [i.e., private information, personal information, use of private
and personal information (Vogel and Wester 2003; Fogel and Nehmad 2009)], we find a
consistent pattern for fear: those who experienced fear perceived directionally greater risk
in different domains of private and personal information than those in the control group
(Table 1).

Study 2 was a 2 (emotion: fear vs. control) x 2 (experience: alone vs. with others)
between-subjects design used to test the moderating effect of experience on incidental
fear’s influence on self-disclosure. Undergraduate participants (N = 172) were told that
they would either be watching a movie clip alone or with everyone in the lab. Participants
were then randomly assigned to watch either a fear-inducing or control movie clip. All
participants were told that they had been selected for a pre-screening for a future focus
group conducted by a brand. Participants were presented with opportunities to answer
open-ended questions and questions measuring likelihood of openness and honesty in
participants if they were selected for the future focus group. Results found that
individuals who experienced fear alone believed they would demonstrate significantly
greater openness and honesty with the brand if they were selected for the future focus
group (M = 5.16, SD = 0.94) than all other groups (M =4.49, SD = 1.07, F(1,166) =4.61,
p =.033) (Figure 1). The findings from this study suggest that individuals who have
experienced fear alone exhibit significantly greater levels of self-disclosure qualities.

Study 3 utilized the same setting and design as Study 2. Undergraduate students
(N = 250) were asked to recall and write about a time they went to the movies alone vs.
with others and were then randomly assigned to watch a fear-inducing or control movie
clip. Manipulation checks confirmed both the experience and emotion manipulations.
Study 3 then asked participants to answer open-ended questions about a risky personal
topic: what they were most guilty about in life. Participants assigned to experience fear
alone provided significantly longer responses about what they were most guilty about in
life (M = 17.88, SD = 27.61) than participants assigned to experience fear with others (M
=10.98, SD =11.57, F(1, 246) = 3.69, p = .056) (Figure 3). To measure private
information disclosure, participants were asked if they would be willing to disclose their
school roster photo to the unknown moderating brand representative. Analysis revealed
that participants who experienced fear alone were directionally more likely to agree to
disclose their roster photo to the unknown brand moderator (55.38%) than participants
who watched the same clip with others (42.85%), x2(1, N=121)=1.89, p=.117. No



significant differences were observed between experience conditions in the control
condition regarding the likelihood to provide roster photos to the moderator.

Our contribution to theory is three-fold. Firstly, we present a novel consideration
of cognitive appraisal theory and affiliation theory in the domain of fear. Secondly, we
extend the current knowledge of incidental emotional research within marketing (Achar
et al, 2016). Thirdly, we extend self-disclosure literature within marketing by offering
fear as a novel antecedent. We believe brands can utilize our findings to create strategic
plans for communication with their consumers after an unrelated scary event has
occurred. By doing so, both parties within the relationship can benefit; consumers can
have the opportunity to alleviate their fear by affiliating with the brand via self-disclosure
and the brand can obtain valuable information about its consumers that they would
otherwise not have access to. Future research will examine brand outcomes.
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Appendix

Table 1: Risk Perceptions of Individuals With and Without Experiences of Fear
Standard

Topic and Condition Mean Deviation F(1,154) p-value

Risk in disclosing 6.01 1.19 3.22 075

private information to



brand representative
(fear)

Risk in disclosing
private information to
brand representative
(control)

Risk in disclosing
private information in
online survey (fear)
Risk in disclosing
private information in
online survey (control)
Risk in exploitation of
information (fear)
Risk in exploitation in
information (control)
Risk in misuse of
information (fear)
Risk in misuse of
information (control)

5.61

5.61
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2.78
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Figure 1: Commitment to Openness and Honesty Towards Brand
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Figure 2: Effect of Emotion and Experience on
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The Teasing Effect: An Underappreciated Benefit of Creating and Resolving an
Uncertainty

Bowen Ruan, University of Wisconsin - Madison, USA*
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Zoe Lu, University of Wisconsin - Madison, USA

Happiness, to a large extent, comes from the satisfaction of desires. Yet our basic desires,
such as those for food, drink and sleep, are finite. Once satiated, they cannot be
immediately and easily recreated without entailing side effects. Hence, our happiness
from satisfying these desires is also bounded. The desire for knowledge — curiosity,
however, can be easily induced and can possibly be innocuous. This research studies how
to use uncertainty to enhance happiness. The uncertainty we study here is about general
knowledge (e.g., “When was Einstein born?”’), not about personal issues (e.g., “Am I
infected with Ebola?”’), and the happiness we study here is momentary hedonic
experience, not overall life satisfaction.

Inspired by existing research on the hedonic consequences of curiosity, we propose that
(a) uncertainty (which induces curiosity) does not make one unhappy and (b) uncertainty
resolution (which resolves the curiosity) makes one happy. Therefore, first inducing a



person to feel curious and then resolving her curiosity will endow the person with a net
gain in happiness. We further propose that laypersons are largely unaware of the hedonic
benefit of this uncertainty-creation-resolution process, and are unwilling to expose
themselves to such a process.

Put formally, we submit the following hypotheses:

H1. When receiving information, people will enjoy a better overall experience if they
first experience some uncertainty about the information and then the resolution of the
uncertainty than if they directly receive the information with on uncertainty.

H2. When given a choice between (1) directly receiving information, and (i1) undergoing
an uncertainty-creation-resolution process, people prefer to directly receive information.

We have conducted multiple experiments that tested and lent support to these hypotheses.
Here is a typical experiment. It consisted of three between-participants conditions:
treatment, control, and choice. In the treatment condition, participants went through two
phases. In phase 1, they read 10 questions about the life of Albert Einstein. They were
told in advance that they only needed to think about the answers and did not need to write
them down. They were also told that they would find out the answers to those questions
in phase 2. In phase 2, the participants read a biography of Einstein, which contained the
answers to the 10 questions. The control condition was identical to the curiosity
condition, except that in phase 1, the participants viewed 10 pictures of Einstein rather
than read 10 questions about Einstein. Therefore, relatively speaking, participants in the
treatment condition were more curious than participants in the control condition before
they read the biography. In the third — choice — condition, participants were told about the
procedures of the above two conditions and asked to make a choice. In all the conditions,
we sampled participants’ hedonic experience in both phase 1 (when they read the
questions or viewed the pictures) and phase 2 (when they read the biography).

Supporting H1, participants in the treatment condition were on average happier than
participants in the control condition. Moreover, the main difference in happiness between
the two conditions occurred in phase 2, not in phase 1. That is, during phase 1,
participants who read the questions were not happier (nor less happy) than participants
who viewed the pictures, but during phase 2, participants who had read the questions
were happier when reading the biography than participants who had viewed the pictures.

Supporting H2, when given a choice between the treatment and the control conditions,
most participants chose the control condition, that is, they chose to view the pictures
rather than read the questions in Phase 1, even though they knew they could find out the
answers in phase 2.

We have obtained these results in six experiments. Table 1 summarizes these
experiments, including their procedures and main results.

The current research demonstrates the potential of boosting happiness by first inducing a
desire and then satisfying it. In most of human history, our ancestors lacked the resources



to satisfy even their most basic desires. In times like those, one of the most effective ways
to boost happiness was to satisfy such a basic desire. Historically, this is probably why in
many cultures, a popular way to treat friends was to cook a meal for them or take them to
a restaurant. Relative to our ancestors, we are now living in a world of abundance. For
many of us, there is too much to eat, not too little. With the advances of technology and
the accumulation of wealth, more of us will face this “ceiling effect.” To generate
additional happiness, we will need additional desires. Thus, the key to happiness is not to
satisfy existing desires, but to induce new desires. But desires such as those for food,
drink and sleep cannot be easily induced; even if they could, inducing such desires would
entail costs and side effects. Curiosity, at least the type of curiosity studied in this
research, is a desire that can be readily induced, and can be satisfied with little to no cost.
Our studies show the potential of using curiosity induction and resolution to boost
happiness.

TABLE 1: OVERVIEW OF STUDIES

Study Condition  Procedure Dependent Variable(s)
Read animal trivia, each piece first Experience = 3.61 (1.17)
Treatment posing a question and then revealing
1 the answer
Trivia Control Read animal trivia, each piece Experience = 3.18 (1.21)

directly revealing the answer

Choice Choose between the above conditions Choosing Treatment = 37.0%

Treatment View city scene slides, each slide first Experience = 3.65 (.99);

unnamed and then named choosing to continue = 69.7%
2.
. Control View city scene slides, each slide Experience = 3.32 (.99);
Cities always named choosing to continue = 52.6%
Choice Choose between the above conditions Choosing Treatment = 37.4%
Treatment Phase 1: Read 10 questions Experience = 4.09 (.74);
FEAmE pase 2: Read a biography phase 1 = 3.86 (.92); phase 2 =4.33 (.81)
3. Control Phase 1: View 10 pictures Experience = 3.77 (.93);
Biography ~O"© Phase 2: Read a biography phase 1 =3.78 (1.03); phase 2 =3.76 (1.14)
Choice Choose and predict experience Choosing Treatment = 19.8%;
between the above conditions predicting happier in Treatment = 21.8%
Viewing a gift card emerging from an  Experience = 7.84 (1.79);
Treatment envelope not knowing which store it  phase 1 =7.02 (1.98);
can be used at phase 2 = 8.68 (2.10)
4. Viewing a gift card emerging from an  Experience = 7.07 (1.96);
Target Card Control envelope knowing which store itcan  phase 1 = 7.25 (1.97);
be used at phase 2 = 6.89 (2.09)
Choose between the treatment Choosing Treatment = 39.5%

Choice condition and the control condition




View ads, each ad first describing Experience = 3.35 (.94);

5. Treatment product and then revealing identity attitude = 3.98 (.61)
Ads Control View ads, each ad first revealing Experience =2.17 (.88);
identity and then describing product attitude = 3.65 (.59)
Treatment View an ad that first describes Choosing the manipulated stimulus = 66.0%
6. product and then reveals identity
Starbucks - - - - - -
Card Control View an ad that first reveals identity =~ Choosing the manipulated stimulus = 45.3%

and then describes product

Is All Gratitude the Same? Differentiating Salvation, Serendipitous, and Serene
Gratitude

Jamie Hyodo, University of Nebraska - Lincoln, USA*

Margaret Meloy, Pennsylvania State University, USA

Karen Winterich, Pennsylvania State University, USA

People often describe themselves as feeling grateful, but such pronouncements
arise from an incredibly diverse array of situations. For example, gratitude can be
experienced in response to a much-needed rescue, an unexpected kindness shown by
another, or reflection on positive elements of one’s life. With such diversity, it is difficult
to believe that each experience of gratitude similarly and consistently elicits a single set
of affective and behavioral responses to a consistent pattern of situational appraisals and
behavioral outcomes, as might be expected of any specific emotion (Lerner and Keltner
2001). When an individual experiences gratitude, s’he experiences it within a particular
context — a benefit is provided and s/he reacts to it in a manner consistent with its source
and circumstances surrounding its conferral. The traditional conceptualization of
gratitude, however, does not account for these contextual factors. We focus on need and
agency. Specifically, the beneficiary could perceive that a received benefit was needed
(i.e., perceived as important and unlikely to have been obtained without another’s
assistance). We refer to this type of gratitude as salvation gratitude. Alternatively, a
benefactor might bestow a benefit that, while appreciated, was not needed. We refer to
this type of gratitude as serendipitous gratitude. We further propose a third type of
gratitude arises in individuals not in response to receiving a benefit from another, but
rather via a process of self-reflection or self-awareness. We refer to this type of gratitude
as serene gratitude.

To empirically differentiate the proposed gratitude types, we propose the
appraisal dimensions other-agency and pleasantness should differentiate salvation,
serendipitous, and serene gratitude. Salvation and serendipitous gratitude are expected to
differ from serene gratitude on the other-agency appraisal dimension, while salvation
gratitude, with need of the benefit as an antecedent, will report lower appraisals of
pleasantness than the other gratitude types. These individuals should also have
heightened negative feelings because they were both in need prior to receiving the benefit
and likely feel responsibility for that need due to lower appraisals of other-agency.
Salvation gratitude should thus elicit more negative affect than serendipitous or serene



gratitude. Finally, though gratitude has been linked regularly to pro-social behaviors
(e.g., Bartlett and DeSteno, 2006), we suggest there could be differences across
gratitude types. We propose that the more negative feelings associated with salvation
gratitude will increase the focus on oneself, thereby inhibiting the other-focused pro-
social orientation that prototypically arises from gratitude.

Study 1A — Appraisal Patterns of Gratitude Types

A 3-condition (salvation/serendipitous/serene gratitude) between-subjects
experiment was completed by 145 mTurk participants.

To prime gratitude type, participants completed an autobiographical recall task
(Lerner and Keltner 2001). Following the emotion priming task, participants were asked
to complete the Dimensional Ratings Questionnaire to measure appraisal patterns of their
recalled experiences (Smith and Ellsworth, 1985).

Results

An ANOVA revealed a significant effect of gratitude type on the pleasantness
appraisal. As expected, salvation gratitude was associated with lower pleasantness than
serendipitous and serene gratitude. Serendipitous and serene gratitude were associated
with similar levels of pleasantness.

An ANOVA of other-agency as a function of gratitude type was significant.
Follow-up contrast analyses demonstrated this effect was driven by the serene gratitude
condition, which was associated with significantly lower appraisals of other-agency than
salvation gratitude and serendipitous gratitude, which did not differ from each other.

Study 1B — Affective Profiles of Gratitude Types

A three-condition (salvation/serendipitous/serene) between-subjects experiment
was completed by 111 mTurk participants. A similar recall task was employed as in S1A,
though the word ‘gratitude’ was excluded from all instructions. After the
autobiographical recall task, all participants completed the PANAS-X (Watson and Clark
1994) with the items ‘grateful,” ‘thankful,” and ‘appreciative’ added.

An ANOVA of felt gratitude, as a function of the gratitude type condition was
NS. An ANOVA of negative affect indicated a significant effect by gratitude type.
Planned contrasts revealed salvation elicited greater negative affect than either
serendipitous or serene gratitude. Serendipitous was also associated with more negative
affect than serene gratitude.

Study 2A

S2 was designed to explore whether gratitude types would uniquely predict pro-
social responses using donation intentions (2A), and donation behavior (2B). A 3-
condition (salvation/serendipitous/serene) between-subjects experiment was completed
by 142 mTurk participants. Participants completed the same autobiographical recall task
as in
STA. Following the gratitude type prime, participants read a description of Feeding
America and indicated their likelihood of donating to Feeding America.

An ANOVA of donation likelihood as a function of gratitude type was significant.
As expected, salvation gratitude was associated with the lowest likelihood of donating
relative to serendipitous and serene gratitude, which did not differ.



Study 2B

A five-condition (salvation gratitude, serendipitous gratitude, serene gratitude,
happiness, neutral) between-subjects design was completed by 109 adult mTurk
participants.

Participants in the salvation, serendipitous, and serene gratitude conditions
completed the same recall task as in S1A and S2A. Participants in the happiness
condition were asked to describe a time when they felt happy. Participants in the neutral
condition were asked to describe their typical laundry day. Following the emotion prime
task, participants were told they would receive an additional $0.25 cents for completing
the study, and that they had the option to donate any of this bonus to Childhelp.
Participants were provided with a brief description of this organization and provided a
link to the Childhelp website for additional information.

An ANOVA of donation amount as a function of emotion condition revealed the
expected significant effect of gratitude type when controlling for sympathy. Planned
follow-up contrasts revealed that salvation gratitude was associated with reduced
donation magnitude relative to serene gratitude, and marginally reduced donation
magnitude relative to serendipitous gratitude. Salvation gratitude also elicited marginally
lower donations than happiness, and equal donations to the neutral condition.

Conclusion

In conclusion, across four studies, we present evidence of three unique gratitude
types: salvation, serendipitous, and serene. These gratitude types differ across appraisal
dimensions, affective gestalt, and pro-social motivation properties.

Means by Condition Across Studies

Salvation Serendipitous Serene Happy Neutral

S1A
MC: Need 5.48 3.38 3.38 - -
MC: Others 6.5 6.38 3.23 - -
Pleasantness 4.19 5.64 5.33 - -
Other-Agency 3.73 3.95 3.19 - -

SiB
Gratitude 5.62 6.11 6.12 - -
Negative Affect 2.49 1.24 1.72 - -
Surprise 3.44 4.39 3.48 - -
Serenity 3.89 4.33 4.92 - -

S2A
Donate Likelihood 412 5 5.02 - -

S2B

Donation 3.06 7.39 8.28 7.52 1.92
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Shopping for estimates: a theory of anchoring
Joshua Lewis, University of Pennsylvania, USA*
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When people consider arbitrary anchors before estimating unknown quantities, the anchors
influence their estimates (Tversky & Kahneman, 1974). In this project, we explore how
anchors affect judgments. We present evidence against two popular accounts of anchoring
- scale distortion (Frederick & Mochon, 2012) and traditional anchoring-and-adjustment
(Epley & Gilovich, 2006) — and in favor of a novel account that we call shopping for
estimates.

According to scale distortion theory, considering an anchor changes people’s perceptions
of candidate values. For example, considering a smaller anchor makes larger candidate
values seem even larger, and so smaller values seem large enough. According to traditional
anchoring-and-adjustment accounts, people decide in which direction to adjust from
anchor values, and then consider potential estimates sequentially. Because this process is
effortful, people stop as soon as they reach a plausible estimate. Hence, people tend to
select a plausible estimate that is close to the anchor.

According to the shopping-for-estimates account, people first consider the anchor, and then
adjust towards plausible values. However, people do not simply choose the first plausible
value that they consider. Rather, they decide among the estimates that they consider in the
same way that consumers choose among products, and thus exhibit the same proclivities.
Specifically, we propose that people (1) engage in a truncated search for plausible options,
and (2) they exhibit extremeness aversion when choosing among those options (Simonson
& Tversky, 1992). Anchoring occurs because people usually consider a small number of
values that are close to the anchor.

Although all three of these theories predict the emergence of anchoring effects, they make
divergent predictions about how exactly anchors will affect judgments. In this abstract, we
report the results of two studies that test these predictions.

In Study 1 (N=409), participants made 15 incentivized estimates, each after considering an
anchor value. We allowed them to adjust up to 60 units away from this anchor, and
instructed them to round their estimate to the nearest 10. We manipulated whether the scale
required them to adjust in units of 10 (large adjustment condition) or allowed them to adjust
in units of 1 (small adjustment condition; see Figure 1). For the purposes of cleanly
distinguishing among the theories, we measured whether or not they adjusted at least 50
units away from the anchor. (More straightforward versions of the dependent variable also
yield significant effects, but make it harder to tease apart the theories).

According to scale distortion theory, this manipulation should have no effect. According
to anchoring-and-adjustment theory, this manipulation should also have no effect. If the



first plausible estimate is 50 units from the anchor, all participants should settle for an
adjustment of 50. If the first plausible estimate is 51 units from the anchor, participants
should settle for an adjustment of 51 in the small adjustment scale condition, and 60 in the
large adjustment scale condition. No matter which estimates are plausible, anchoring-and-
adjustment predicts an equal likelihood of adjusting by more than 50 whether the unit of
adjustment is 1 or 10. Shopping-for-estimates predicts a different result. If people engage
in a biased and truncated search for estimates, then the consideration sets are likely to differ
as a function of adjustment magnitude. For example, if a person adjusts in units of 10, she
might consider adjusting by 40, 50, 60, and 70 and then choose a value in the middle of
that range (e.g., 55 rounded up to 60). But if a person adjusts in units of 1, she might
consider 40, 41, 42, and 43, and then choose a value in the middle of that range (e.g., 41
rounded down to 40). Thus, by this account, larger adjustments should increase the
probability that a participant will adjust by 50 or more. Indeed, although 15.1% of the
adjustments were greater than 50 in the large adjustment condition, only 11.7% of the
adjustments were greater than 50 in the small adjustment condition, t(408)=2.53, p=.012;
see Figure 2.

In Study 2 (N=392), shopping for estimates and effortful adjustment predict anchoring, but
scale distortion does not. Participants made 5 estimates, each concerning the relationship
between a different pair of variables (e.g. soccer games and goals scored.) For each
estimate, we randomly assigned participants to one of 4 conditions in a 2 (anchor: high vs.
low) by 2 (variable estimated: e.g. goals vs. games) design. According to the variable
estimated condition, we assigned a value to one variable in the pair, and asked participants
to estimate the corresponding variable by filling in a blank (e.g. Lionel Messi scored 174
goalsin his first  games.) Before each estimate, we told participants a data point linking
the variables. In the low (high) anchor condition, the variables took low (high) values (e.g.
“Lionel Messi scored 9 (524) goals in his first 34 (647) games.”) Shopping for estimates
and effortful adjustment predict an anchoring effect; estimates increase with the values in
the anchor condition. However, scale distortion predicts a null effect. For example, when
participants predict how many games it took Lionel Messi to score 174 goals, knowing that
Lionel Messi took 647 games to score 524 goals should have two offsetting effects. First,
it should make 174 seem like a small number of goals, reducing the estimate of the games
required to score them. Second, it makes any number of games feel smaller, increasing the
estimate of the required games. Even if some variables are more susceptible to contrast
effects than others, by randomizing which variable participants estimate in each pair, we
ensure that these effects should offset each other overall. We z-scored estimates of each of
the 10 variables and found that, consistent with shopping for estimates, participants
estimated higher values in the high anchor condition, t(391)=8.51, p<.001; see Figure 3.

By unifying the consumer choice literature on extremeness aversion with the anchoring
literature, we have generated and tested new falsifiable predictions that current theories of
anchoring struggle to explain. We expect our findings to interest a broad audience at SCP.



Figures

Figure 1: Response scales for the question “How many calories are there in a Big
Mac?” after predicting that the answer would be more than 550 calories.
Small adjustment scale condition

You indicated that there are more than 550 calories in a Big Mac.

How many calories are there in a Big Mac?
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Large adjustment scale condition
You indicated that there are more than 550 calories in a Big Mac.
How many calories are there in a Big Mac?
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Figure 2: Percentage of participants adjusting from the anchor by more than 50 units
by adjustment scale condition in Study 1.
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Error bars show standard errors clustered by participant (N=409). Each participant
provided 15 estimates. We regressed the binary dependent variable indicating whether the
estimate was more than 50 units from the anchor on a dummy variable for the large
adjustment scale condition and fixed effects for each anchor-estimate combination, and
clustered standard errors by participant. The coefficient of the large adjustment scale
condition variable was positive and statistically significant, t(408)=2.53, p=.012.



Figure 3: Z-scored estimate by anchor condition in Study 2.
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Error bars show standard errors clustered by participant (N=392). Each participant
provided 5 estimates. We winsorized each estimate to the 95" percentile for that question,
z-scored this winsorized estimate by question, and regressed the resulting dependent
variable on the high anchor condition, and clustered standard errors by participant. The

coefficient of the high anchor condition was positive and statistically significant,
1(391)=8.07, p<.001.
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When subjects make quantitative judgments, experimenter-provided anchors can
substantially affect estimates, even when these anchors are random. As such, researchers
take anchoring effects to reflect either a cognitive bias or a misapplied heuristic.

Yet, research on wisdom of the crowds shows that combining judgments is usually
beneficial. The aggregate tends to be more accurate than the individual judgments,
because the aggregate has less variance than the individuals do. Although more accurate
judges should be given more weight, the less accurate judge should always be given some
weight.

We are aware of no prior work in the anchoring literature that applies this logic to
anchoring. If an anchored guess is like a combination of one’s putative guess and the
anchor value, then anchored guesses could benefit because they will have lower variance
than unanchored guesses. Indeed, we are hard-pressed to find an anchoring paper that
even reports on accuracy. As unintuitive as this suggestion might seem, we find support
for random anchors helping accuracy in multiple datasets.

For example, we replicated 10 problems from Jacowitz & Kahneman (1996) in which
subjects had to guess a quantity (e.g., length of the Mississippi river, height of Mt.
Everest). Following their design, a control group made guesses with no anchor, while a
treatment group received a mixture of low and high anchors across the 10 problems. As
in the original study, we found that guesses that were exposed to high anchors were
higher than the control group, and guesses that were exposed to low anchors were lower.
Yet, both the low-anchored and the high-anchored guesses were significantly lower
variance and lower mean square error than the control.

Although this is a direct replication of the classic result, these anchors are far from
random. The high and low anchors are drawn from the 15" and 85" percentiles of the
control group, guaranteeing that they contain information, and providing a stronger
demonstration of the literature's confusion about when participants should anchor, than
the counter intuitive result that we claim: that even random anchors can reduce error.

In our next study, we used stimuli from Mochon, Frederick, and Savary (2017) for which
the answers were necessarily in a given range (e.g., What percentage of US citizens have
a passport?) while also drawing anchors from the same range (e.g., What are first two
digits of the serial number of a dollar bill you have?). Such anchors are thus
uninformative — they do not tell the guesser anything about the possible range of the
answer that was not already known. Here, we again find lower variance and lower mean
square error in each of two separate anchoring conditions than in a control condition.

Next, rather than just coming up with trivia questions arbitrarily, we selected a domain of
judgment (the population rank of countries), told participants the possible range (1-195),
drew 20 countries randomly, and assigned participants to guess their population ranks,
either without an anchor, with an anchor drawn randomly from the bottom half of the
range (1-98), with an anchor drawn randomly from the top half of the range (99-195), or
with an anchor drawn randomly from the entire range (1 to 195). Again, we find lower



variance and lower mean square error in each of the three anchoring conditions than in
the control condition.

Finally, we asked participants to estimate the number of dots flashed briefly on the
computer screen. In two studies, we told all participants that the number of dots would be
between 1 and 100, and asked them to guess the number of dots that appeared, either with
or without exposure to a random anchor drawn randomly on the range from 1 to 100.
Here, we found no difference in variance or mean square error between the control and
anchored conditions. We suspect that this domain was simply too easy, so that almost any
amount of anchoring was too much (though, note that the anchored conditions were still
no worse than the control conditions). To test this conjecture, we increased the range of
dots from 1 to 100, up to 100 to 200, and repeated the experiment with this more difficult
estimation task. Now, we find lower variance and lower mean square error in the
anchored condition than in the control condition.

Further studies revealed some of the psychology behind the effectiveness of anchoring. In
a hypothetical study about guessing the number of dots flashed quickly on a screen,
subjects answered three questions in randomized order. The “range only” question had
them imagine that they were blindfolded when the dots were flashed, but that they knew
that the number of dots was chosen randomly between 1 and 100. The modal answer was
50. The “signal only” question had them imagine that the dots flashed too quickly to
count, but looked to be about 80. They knew nothing about the possible range of dots
being flashed. The modal answer was 80. Finally, the “range and signal” question had
them imagine that they saw an uncertain 80 dots, but then learned that the number of dots
was drawn randomly between 1 and 100. Of the subjects who answered 50 and 80 to the
range only and signal only questions, nearly all answered 80 to the range and signal
question. These subjects apparently endorsed the principle that in absence of knowledge,
the best guess is to regress to 50, yet in partial absence of knowledge, saw no reason to
regress their guesses somewhere between 80 and 50.

The beneficial effect of anchoring thus appears to arise as an accident of two mistakes.
Subjects do not seem to incorporate prior “range” information; their guesses are not
regressive. Given that, their guesses are open to being improved by biasing toward an
arbitrary number, owing to the established Bayesian principle that any prior is better than
none. Thus, when subjects are drawn to anchors, even unintentionally or for bad reasons,
it often makes their guesses more accurate.
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My Experience or My Expectations: The Effect of Expectations on Willingness to
Recommend Experiential Purchases
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Consumers’ willingness to recommend their purchases is critical for businesses as
word-of-mouth is consistently rated as the most credible and trustworthy form of
marketing material (e.g., Nielsen 2015). However, research that speaks to the reason
consumers decide to engage in word-of-mouth is still relatively nascent. In this work, we
add to word-of-mouth literature by investigating whether the reference points against
which experiential purchases are compared systematically influence willingness to
recommend experiences.

In this work, we suggest when consumers use expectations as reference points, it
reduces their likelihood of recommending experiential purchases to others. Moreover, we
demonstrate how and why this effect occurs. An experiential purchase consists of what is
offered to a consumer (e.g., a movie, theater seats) and what is experienced by the
consumer (e.g., enjoyment, comfort). When evaluating an experiential purchase, we
suggest that people typically introspect and consider what they experienced (e.g., their
emotional reactions). However, making expectations salient shifts their focus to more
external components of the offering. For instance, in the case of going to the movies,
rather than considering one’s enjoyment, expectations shift focus towards external factors
such as the plot quality, which is less emotional in nature. Since existing research shows
that word-of-mouth is greater when content is emotional (Berger 2014), this shift in focus
results in a decreased willingness to recommend experiences.

In study 1, customers at a pub were asked to fill out a short customer survey as
they paid for their meal. The survey varied whether customers considered their
expectations or their experience at the restaurant prior to indicating their likelihood of
recommending the restaurant to others. Participants in the expectations condition were
less likely to recommend the restaurant than were participants in the control condition, F'
(1, 246) =4.03, p = .046.

In study 2, we replicated this effect with willingness to recommend college
courses. In this study, we compared the effect of expectations to another plausibly high
reference point: people’s goals. Participants either reflected on their goals or expectations
for the first college course they had taken before indicating their likelihood of
recommending the course to a friend. Replicating study 1, participants considering their
expectations were less likely to recommend the course compared to those considering
their goals for the course, F(1, 375)=7.84, p = .005.

In study 3, we compared the effect of evoking expectations to both goals and a
control condition in another restaurant field study. Some participants wrote about either
their goals or expectations for their restaurant visit while participants in a control
condition did not complete any writing task. All participants then indicated their
likelihood of recommending the restaurant. Expectations lowered evaluations relative to
the goals and control conditions, F(1, 197) = 4.89, p = .028, whereas there were no
differences between those in the goals condition and those in the control condition, F < 1.



Open-ended responses regarding people’s goals and expectations were coded for whether
they pertained to the person’s experience (e.g., “have fun” coded as yes vs. “good food”
coded as no). Supporting our process explanation, expectations were less likely to involve
personal experiences and emotional reactions, and this explained the lower evaluations by
those in the expectations condition.

Study 4 provided greater evidence for the proposed process by asking lab
participants to draw their expectations, goals, or experience for a recent restaurant visit.
Replicating studies 1-3, participants in the expectations condition were less likely to
recommend the restaurant compared to those in the goals and control conditions, F(1,
386) = 6.01, p =.015, whereas there was no difference between the latter two, F' < 1. To
examine whether participants in the expectations condition were less likely to think about
their own experience, participants’ drawings were coded as to whether the drawing
included a person (e.g., themselves). Indeed, people were included significantly less often
in the drawings created by participants in the expectations condition than participants in
the goals and control conditions, B =-0.54, SE = 0.11, Wald y? = 23.59, p <.001,
whereas there were no differences in drawing of goal and control participants, § =-0.16,
SE = 0.13, Wald y? = 1.52, NS. Further, differences in the inclusion of a person in the
drawing mediated the effect of condition on likelihood of recommending the restaurant.

In study 5, we examine process by manipulated the purchase type (material good
vs. experience) orthogonally to manipulating the salience of expectations. If this is about
shifting focus away from one’s experience, this effect should depend on the extent one is
focused on the subjective experience to begin with, and be more pronounced for
experiences than for material goods. Indeed, there was a significant interaction, F(3,80) =
11.71, p = .001. Whereas expectations decreased willingness to recommend experiences,
F(1,380)=4.22, p =.041, they actually increased willingness to increase material goods,
F(1,380)=17.81, p=.005.

Next, we examined real online reviews. Analysis of 1,931,556 hotel reviews from
TripAdvisor demonstrates that when review content references expectations, the star-
rating associated with the hotel is, on average, 0.2-stars lower, p <.001. Using LIWC’s
affective language score as a proxy for reflecting on one’s personal experience and
emotional responses, we find that a reduction in affective language helps explain the
lower evaluations by those referencing expectations. These results are robust to different
specifications including hotel-year-month of stay fixed effects and user fixed effects.

Finally, in a dataset including 39,672 hotels from Expedia.com, we demonstrate
that the proportion of users referencing expectations in their reviews reliably predicts a
decrease in the percentage of consumers who recommend the hotel at an aggregate level,
p <.001.

In summary, across a variety of contexts, we find that expectations reduce
willingness to recommend experiences, and that this is explained by shifting focus away
from one’s subjective experience and emotional reactions. Consequently, firms may
receive more word-of-mouth if they focus consumers’ attention on their experiences
rather than whether it lived up to expectations.
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How Slider Scales Systematically Bias Willingness-to-Pay: Implicit Recalibration of
Monetary Magnitudes
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Many organizations allow customers to decide how much to pay for a product or a
service on technology interfaces. Online retailers such as eBay allow customers to bid on
the items. Priceline allows customers to name their own prices for hotels rooms.
Charitable organizations allow donors to enter a donation amount of their choice. In
many cases, the response format is an open-ended textbox where people have to come up
with a price in their mind and enter it. With the proliferation of mobile transactions, some
organizations now use slider scales instead of textboxes due to their perceived ease-of-
use. This has led to their widespread use on mobile interfaces, web sites, and even by
academic researchers.

Interchangeable use of textboxes and slider scales is based on the assumption that
response formats do not change people’s responses because their valuations are stable.
While several studies suggest that this assumption might not be valid (Champ and Bishop
2006; Klien, Thomas, and Sutter 2007), surprisingly, none of the extant studies have
examined whether valuations and bids elicited using a textbox would be any different
from those elicited through a slider scale. This research focuses on the following
questions: Do consumers respond in systematic differently ways when presented with
textbox versus slider scale response formats? If so, then what is the psychological
mechanism underlying this systematic difference?

Across seven experiments, we show that relative to a textbox, a slider scale elicits
more extreme responses in willingness-to-pay contexts. In experiment la, lab participants
bid on a real Japanese thermal mug and were given the retail price ($24) and range of
possible bids. They indicated their bid price using either a slider scale or textbox. Those
using slider scales bid higher ($11.40) than those using textboxes ($8.01, F(1, 125) =
37.05, p <.01). Experiment 1b replicates this effect in a donation context where all
participants were unexpectedly given $1 after being asked to complete a 51-cent study.
The study was run on Veteran’s Day, and participants using a slider scale donated
significantly more of their $1 (M = 37.8 cents) than those in the textbox condition (M =



24.0 cents, F(1, 202) =307.29, p < .01) to a charity for veterans (Intrepid Fallen Heroes
Fund). Demonstrating the robustness of the effect, the following two studies use repeated
measures designs in a more familiar bidding context. In experiment 2, participants were
shown three products in an ascending numeric format where bids were made that were
higher than the starting point (e.g. e-Bay) and those using a slider scale ($291) made
higher bids than those using a textbox ($280, F(1, 393) = 5.61, p =.02). Experiment 3
examined a descending numeric format (e.g. Priceline) where the bids were made that
were lower than the starting point—they were asked to indicate their bids for six items
using a textbox or using a slider with an anchor on either the right or left side of the scale.
Participants’ average bids in both the left-to-right-slider condition ($130 vs. $142;
1(1504) =-3.25, p <.01) and right-to-left-slider condition ($135 vs. $142; #(1504) = -
1.84, p = .07) were lower than bids in the textbox condition. Thus bids are not always
higher on slider scales, but more extreme depending on the type of bid.

We offer an explanation for this effect based on the numerical cognition literature
in cognitive psychology (Dehaene 2001, 2003; Dehaene and Changeux 1993; Parducci
1965, 1995) and consumer psychology (Adaval 2013; Bagchi and Davis 2016; Cheng and
Monroe 2013; Grewal and Marmorstein 1994; Lembregts and Pandelaere 2013; Monroe
1973; Thomas and Morwitz 2009). We propose that the effect of response formats on
valuations is caused by a change in the boundaries of mental categories—low, medium,
and high—that people use to judge magnitudes. When people use a textbox to submit
their bids, the category boundaries are assimilated towards the starting bid on their mental
number line. With a textbox, only the starting point is salient. In contrast, when people
use a slider scale to submit their bid, the category boundaries are influenced by both end-
points of the scale, causing people to recalibrate their mental number line more linearly
between both the starting and ending points. Therefore, the boundaries of the mental
categories used to judge magnitudes can be quite different depending on whether the
responses are elicited using textbox or slider scale.

We demonstrate this underlying process in several ways. (For brevity, the
remaining results are summarized in the table below.) First, we show that the slider scale
effect is stronger for extreme categories farther away from the starting point. In
experiment 4, participants were asked to submit what they considered low, medium, and
high bids for a product using either a textbox, slider scale, or select a bid amount from a
horizontal list of bid amounts. The effect of response format increased as distance from
the starting point increased, and the effect of selecting a bid amount from a horizontal list
was the same as using a slider scale, providing further evidence that visualization of a
number line, rather than response momentum, is important for the effect. In experiment 5,
we show that employing a slider scale that is formulated to have more convex values that
increase more slowly towards the starting point results in values similar to a textbox. In
experiment 6, we show that increasing the range of possible input values influences only
participants responding on slider scales but not those using textboxes. Together, the
results of this research demonstrate a robust new effect in the highly managerially
relevant domain of response format while offering new insights in theory development.



SUMMARY OF EMPIRICAL RESULTS

1A: Mug Auction (4scending Format)

Textbox Slider
n Mean SE n Mean SE
Mug Bid Price 62 8.01 0.84 65 11.40 1.21
1B: Veteran's Day Donations (4scending Format)
Textbox Slider
n Mean SE n Mean SE
Donation 105 24.04 2.99 99 37.76 3.93
2. eBay Bids (4scending Format: Laptops)
Textbox Slider
n Mean SE n Mean SE
$239 97 268.02 5.64 102 276.71 4.24
$259 97 281.85 3.69 102 293.70 3.98
$279 97 290.42 2.86 102 301.36 3.99
3. Priceline Bids (Descending Format: Hotel Rooms)
Textbox Slider Left-to-Right
n Mean SE n Mean SE
$161/ 8179 100 128.59 2.28 101 117.81 2.33
$194 / $183 100 142.22 2.53 101 130.06 2.59
$199/ %214 100 154.54 2.82 101 143.90 2.94
4. Moderation by Distance to Endpoint (4scending Format: Laptops)
Textbox Slider
n Mean SE n Mean SE
Low 110 289.33 6.14 111 297.82 6.84
Medium 110 395.17 10.88 111 437.47 10.53
High 110 560.62 20.42 111 621.20 17.46
5. A Convex Slider (4scending Format: Laptops)
Textbox Convex Slider
n Mean SE n Mean SE
Low 86 276.80 4.42 88 284.43 4.84
Medium 86 380.79 10.70 88 397.78 11.04
High 86 551.22 20.36 88 564.63 21.42
6. Moderation by Endpoint Size (4scending Format: Wine)
Textbox Slider
n Mean SE n Mean SE
$500 range
Low 107 29.39 1.75 99 50.78 6.31
Medium 107 59.41 5.77 99 84.68 8.09
High 107 102.98 11.12 99 125.31 11.33
$1000 range
Low 103 29.14 1.39 104 62.90 9.48
Medium 103 65.08 7.19 104 128.77 15.74
High 103 122.64 15.86 104 219.83 25.72

Slider Right-to-Left

n
103

103
103

112
112
112

88
88
88

Mean
123.89
136.72
145.95

Pick
Mean
298.64
439.00
621.68

Slider
Mean
303.80
435.19
595.92

SE
2.08
2.36
2.86

SE
5.84
8.85

15.78

SE
6.75
12.32
18.87
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2.5 Health & Social Justice: Gave at the Office... Donation Behavior 1
Individual Papers

Donate to Be a Hero: Social Power Induces Prosocial Donation
Zheshuai Yang, National University of Singapore, Singapore*
Yan Zhang, National University of Singapore, Singapore

Yih Hwai Lee, National University of Singapore, Singapore

Social power, defined as asymmetric control over valued resources in a social
relationship (Galinsky, Rucker, & Magee, 2015), has been long tinted with a negative
light, as suggested in a famous quote — “Power tends to corrupt, and absolute power
corrupts absolutely.” Consistent with this proposition, research has shown robust
evidence that power leads to various negative consequences. For example, as compared
to powerless people, powerful people are more likely to lie (Lammers, Stapel, &
Galinsky, 2010), to be aggressive (Howard, Blumstein, & Schwartz, 1986), and to spend
less money on others (Rucker, Dubois, & Galinsky, 2011).

However, it might be premature to conclude that power makes people unethical.
Recent research hinted at the possibility that power might lead to more, instead of less,
prosocial behaviors in certain contexts. For example, millionaires (supposedly more
powerful than many other people) are found to be more generous than the less wealthy
ones when allocating money to low-income people (Smeets, Bauer, & Gneezy, 2015).
Research also finds that power is negatively associated with self-interested behavior
among people with high-moral identity (DeCelles, DeRue, Margolis, & Ceranic, 2012).
In this research, we want to investigate whether power leads to more or less donations
and people’s motivation behind the effect of power on donations.

The motivation of choosing to donate could be very different from the motivation
underlying other prosocial behaviors (e.g. buying a gift for a friend in Rucker et al.
(2011)). In particular, donation is a context that cultivates strong emotional satisfaction
about oneself. Research has found that donations sometimes are driven by the emotional
satisfaction about oneself being a noble and heroic person, and this emotional satisfaction
mainly comes from the fact that donations have a positive impact on recipients’ life
(Batson & Powell, 2003). Consistent with this conjecture, Cryder, Loewenstein, and
Seltman (2013) found that emotional satisfaction of a donation increase with perceived
impact of the act. Because power is largely based on their impact on others, powerful
people, we predict, may perceive a bigger impact for their donations than powerless
people, and thus derive greater emotional satisfaction. Therefore, we anticipate that
power facilitates donations because donation brings the powerful more emotional
satisfaction. This implies that the powerful would not show a stronger donation tendency
for low-impact causes. In addition, given that the driving motivation for donation comes
from the feeling of one being a noble and heroic person, highlighting self-benefiting
aspects of a donation will drive away the positive effect of power.

We tested these predictions in six experiments. In experiment 1, we established
the basic positive effect of power on donation behavior. To manipulate power,
participants were assigned to be a leader or a member in a group task. Then they were
shown an advertisement soliciting book donations for Cambodia children. We found that
powerful participants were more likely to donate (57.1%) than did powerless ones



(36.5%), x>(1) = 4.31, p = .038. We collected the books and found more powerful
participants actually donated (30.6%) than powerless participants (13.5%), ¥*(1) = 4.36, p
=.037. Power did not affect how many books one would donate (Mhigh-power = 10.00 vs.
A/[low—power = 1114, F(l, 20) = 28,[) = 605)

Experiment 2 tested the mediating role of perceived impact and emotional
satisfaction. After recalling either a powerful or a powerless experience, participants were
asked whether they would agree to donate blood. As predicated, the powerful were more
likely to donate (41.0%) than did the powerless (19.7%), y*(1) = 6.56, p = .010. To
measure emotional satisfaction, participants rated the extent to which they would feel
good if they were to donate blood, the extent to which they would feel positively, and the
extent to which they would feel happy (Cronbach’s o = .98). To measure perceived
impact, participants indicated their perceived impact of donating blood could make on the
recipient’s life, the perceived positive impact on the recipient, and the perceived
capability of benefiting the recipient (Cronbach’s o = .85). We found that power led to a
higher perceived impact, which consequently generated more emotional satisfaction
(serial mediation, B = .49, 95% CI from .10 to 1.1).

Experiment 3 manipulated the impact of a donation. When the donation itself is
not impactful, it would be difficult for powerful people to derive more perceived impacts.
Participants were asked to donate books either for Cambodia (pretested as high impact)
or Hong Kong children (pretested as low impact). As predicted, feeling powerful led to a
higher tendency to donate for Cambodia children (63.0%) than feeling powerless
(34.0%), y*(1)=8.71, p = .003. However, when the recipients were changed to Hong
Kong children, the powerful were no more likely to donate (44.2%) than did the
powerless (44.0%).

Next, we tested the role of emotional satisfaction. We manipulated whether
monetary (experiment 4, paying $20 for donating hair to children with cancer) or non-
monetary incentives (experiment 5, donate cornea and continue to see the world) were
offered. Because such incentives would make one’s donation behavior seem selfish and
consequently stop people from feeling good about their donations, we reasoned that
incentives would reduce powerful people’s donation tendency. As expected, powerful
participants were more likely to donate their hair (48.7%) than did powerless ones
(17.5%) when no money was offered, y*(1) = 8.72, p = .003. However, powerless
participants were more likely to donate (48.7%) than did powerful ones (17.1%) when
$20 was offered, ¥*(1) = 9.12, p = .003. Similar patterns were found in Experiment 5
when we asked people’s intention to donate cornea. Highlighting that donating cornea
can allow people to continue to see the world reduced powerful people’s donation
intention. In experiment 6, we replicated our findings with measuring participants’
chronic sense of power.

Taken together, six experiments provide corroborative evidence that the powerful
are more likely to donate because of more perceived impact, which generates more
positive feeling about the self. For donations that generate rewarding feelings, powerful
people seem to be interested in being part of the event more than powerless people.
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Malice or Benevolence: The Role of Schadenfreude in Donation Behavior
Yael Zemack-Rugar, University of Central Florida, USA*
Laura Boman, University of Central Florida, USA

Donation appeals that include harm to another (e.g., dunk tanks, pie tosses) offer
an opportunity for schadenfreude, that is, joy in the suffering of another. Though such
appeals are popular, their effectiveness remains unknown. The present work examines
such appeals, the process through which they affect donation behavior, and the
parameters that impact their effectiveness.

We propose that schadenfreude-based appeals increase donation behavior due to a
sequence of anger and vengeance followed by happiness and excitement. Specifically,
when consumers see a disliked other (e.g., perched atop a dunk tank) they experience
anger, which motivates a desire to inflict harm (i.e., vengeance; Carver & Harmon-Jones,
2009). However, aggressive, vengeful behavior is socially unacceptable (Lobbestael,
2015); thus, consumers temper their enthusiasm for inflicting harm. The donation context
makes such temperance unnecessary, as it provides a socially acceptable pretext. Thus,
consumers are free to experience excitement over harming the target, increasing their
approach towards the donation appeal and increasing donations.



Six studies demonstrate this effect and reveal the underlying emotional process.
The data rule out alternative explanations and show the effect is unique to the donation
context.

Study 1 tested the effects of schadenfreude by asking participants how likely they
would be to donate (7-point scale) and how much they would donate ($0-$10) to place a
purple toilet in either a disliked or unknown person’s yard (adapted from an American
Cancer Society campaign). We predicted only the disliked target would cause consumers
to anticipate schadenfreude, as only it would lead to anger towards the target; as detailed
earlier, this anger and the opportunity to act on it was predicted to increase donations.
Accordingly, participants in the disliked condition showed greater likelihood of donating
(M = 4.14) and higher donations (M = $5.01) than participants in the unknown condition
(M =3.45, M = §3.65; ps <.05).

In study 2, we compared a disliked versus liked target to rule out a role for
playfulness. We predicted that a disliked (liked) target would (not) elicit schadenfreude
and therefore would (not) increase donations. We also included a pay-to-play condition,
in which participants paid to participate as part of a carnival game (not for charity). Since
this condition does not provide a socially acceptable pretext for harming another, we
predicted it would not increase payment. Accordingly, in a between-subjects study,
participants donated more (M = $5.17) than they paid (M = $3.19) to see a disliked
person consume three ounces of hot sauce. They also donated less when the person was
liked (M = $3.56, ps <.05). There was no difference in the amount paid in the carnival
game across liking conditions (Miike = $3.97, Muisiike = $3.19, p > .33), supporting the
proposed process and demonstrating the uniqueness of the donation context.

Study 3 tested the proposed process via mediation. In a between-subjects study,
participants were asked how much ($0-$10) they would donate to dunk a disliked versus
unknown professor; a no-dunk control was included. As predicted, participants donated
significantly more in the disliked ($3.87) than unknown ($2.48) condition (F(1, 170) =
10.34, p <.005); the latter did not differ from the control (p > .66). A two-step mediation
test showed anger and vengeance (r =.51) followed by happiness and excitement (r =
.74) serially (and fully) mediated the effects of condition on donation (95% CI: -.06, -
.009). Alternative emotions including guilt, embarrassment, sadness, nervousness, and
fear played no mediating role.

In study 4, we tested the process by manipulating severity of harm. We proposed
the donation context liberates consumers to harm others. However, if the harm is too
severe it would be socially inappropriate, even in a donation context. Thus, participants
imagined dunking a disliked professor in either mild or harsh conditions; a no-dunk
control was included. We predicted and found that participants in the mild harm
condition donated more (M = $3.55) than those in the severe harm condition (M = $2.13;
F(1, 87) = 5.15, p <.05); the latter did not differ from the control (M = $2.31; p <.77).
We also included an adapted measure of schadenfreude (Feather & Sherman, 2002; van
Dijk, Ouwerkerk, Goslinga, & Nieweg, 2005), and found it fully mediated donation
behavior (95% CI: .13, .95).

Next, we examined counter-intuitive effects of schadenfreude-based appeals. If
donation behavior is driven by self-focused needs for vengeance rather than other-
focused benevolence, individualists (who normally donate less than collectivists;
Moorman & Blakely, 1995) should donate as much as collectivists. Furthermore,



consumers should be relatively insensitive to charity characteristics, as any charity will
suffice as a pretext for acting on consumers’ motivation for vengeance (Zemack-Rugar et
al., 2016). We tested these predictions in two studies.

In study 5, we conducted a 2 (individualist/collectivist) X 2
(schadenfreude/control) between-subjects study. Replicating prior work, in the control
condition, individualists donated less (M = $2.31) than collectivists (M = $3.20; p = .05).
However, in the schadenfreude condition, individualists donated as much as collectivists
(Mindividualist = $3.50, Mcoliectivist = $3.05, p > .30). In study 6 we conducted a 2
(schadenfreude/control) X 2 (high/low charity trustworthiness) between-subjects study.
Replicating prior work, participants donated significantly less to the untrustworthy
charity in the control condition (Muntustworthy = $2.49, Mirustworthy = $3.59, F(1, 271) = 7.34,
p <.01), but equally as much in the schadenfreude condition (Muntrustworthy = 3.53,
Mtrustwoﬁhy = 350,[) > 95)

Six studies showed that schadenfreude appeals increase donations, not due to
benevolence, but because they provide a socially acceptable way to express anger and
vengeance. We demonstrated that these increases were unique to the donation context.
We also demonstrated some counter-intuitive effects, such as increased donations by less
donation-prone individuals and to less donation-worthy charities. We identified boundary
conditions (e.g., target dislike, severity of harm) for the effectiveness of schadenfreude-
based appeals. Our findings provide practical insights on how to design effective
schadenfreude appeals while adding to the understanding of the nature of schadenfreude
and its role in consumer donation behavior.
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Prevention versus Treatment: How Negative Emotion and Charitable Appeal Affect
Donation Behavior

Tatiana Fajardo, Florida State University, USA*

Anthony Salerno, University of Cincinnati, USA

A consumer’s decision of whether to donate to a charity is oftentimes driven by
emotion (Andreoni 1990; Batson 1990). Prior research has focused largely on the role of
negative emotion in shaping donation behavior, although a consensus has not been
reached as to whether its effect is beneficial or detrimental (Andrade and Cohen 2007;
Fisher, Vandenbosch, and Antia 2008).

We propose that these divergent findings are because most donations research has
(1) examined negative emotion using a valence-based approach (i.e., negative mood)
rather than an emotion-specific approach and (2) not considered how the charitable
appeal (i.e., messaging used in a donation solicitation) may be received differently
depending on a person’s emotional state. This research is the first to examine each of
these two factors concurrently. We chose to focus our efforts specifically on the effects of
anger and sadness based on prior research showing that anger discourages helping
(Polman and Kim 2013), whereas sadness encourages helping (Small and Verrochi
2009). Thus, prior research suggests that anger (sadness) will discourage (encourage)
donations.

The current research challenges this conclusion by considering how each emotion
might influence donations differently, depending on the type of charitable appeal used.
We find that both anger and sadness potentially encourage donations. However, for this
to occur, the charitable appeal must be framed in a way that matches the underlying
function of each emotion. Specifically, we propose that anger should encourage donation
behavior when the appeal emphasizes the prevention of the charitable cause (what is
being done to stop victimization from occurring). This effect occurs because an
underlying function of anger is to empower consumers to take corrective action (Frijda
2005). By contrast, we propose that sadness will encourage donation behavior when the
appeal emphasizes the treatment of the cause (i.e., what is being done to manage the
consequences of victimization). This effect occurs because an underlying function of
sadness is to motivate consumers to foster social bonding (Keller and Nesse 2006). We
tested these predictions in four studies.

Study 1 used a 3 (donors’ emotional state: neutral, anger, sadness) x 2 (charitable
appeal: prevention, treatment) between-subjects design. All participants read about
histiocytosis (a life-threatening health disease). Emotion was manipulated via emotional
contagion (Small and Verrochi 2009). Specifically, participants saw a picture and quote
from a histiocytosis victim who either expressed anger, sadness, or neutrality about the
diagnosis. Participants then received a donation solicitation from the Histiocytosis
Association that either appealed to the prevention (“sponsoring medical research that
would ultimately prevent this disease from claiming new victims”) or treatment



(“providing life-saving treatment and care to improve the well-being of victims™) of
histiocytosis. Donation behavior was assessed via the actual amount of money donated by
participants ($0-$4). Results showed a significant interaction between the emotion and
appeal factors (F(2, 129) =5.12, p <.01). Participants in the anger (sadness) envy
condition donated significantly more money when the appeal was framed in terms of the
prevention (treatment) of the disease.

Study 2 provided process evidence for the hypothesized psychological
mechanisms driving the interactive effect of a donor’s emotional state and charitable
appeal on donations. A 2 (donors’ emotional state: anger, sadness) x 2 (charitable appeal:
prevention, treatment) between-subjects design was used. The procedure was identical to
study 1, except that once participants indicated their willingness to donate, they were
asked two questions about the decision: (1) whether their decision was driven by the need
to fix what is wrong (need for corrective action) and (2) whether their decision was
driven by the need to feel close to others (need for social bonding). A significant
interaction emerged between the emotion and appeal factors (F(1, 137)=11.44, p <.01),
replicating the results of study 1. Moderated mediation analyses revealed that the
beneficial effect of anger (sadness) on donation behavior framed in terms of prevention
(treatment) was mediated by a need for corrective action (need for social bonding).

We hypothesized that anger encourages donations under a prevention appeal
because the act of donating addresses the need to take corrective action. If this is so, an
opportunity to partake in corrective action prior to a solicitation may attenuate the
positive effect of anger on donations. Study 3 examined this possibility using a 2 (need
for corrective action: control, addressed) x 3 (donors’ emotional state: neutral, anger,
sadness) x 2 (solicitation orientation: prevention, treatment) between-subjects design.
Emotions were manipulated by having participants watch a video pretested to either elicit
anger, sadness, or neutrality. Next, participants in the need addressed condition wrote a
letter to the university about a problem at their university and how it could be solved
(control condition did not complete this task). Participants then received a donation
solicitation that either focused on the prevention or treatment of Isiolo fever (described as
a life-threatening fever). Results revealed a significant three-way interaction (F(2, 290) =
3.15, p <.05). The control condition replicated studies 1-2. In the action addressed
condition, angry participants no longer donated more under a prevention (versus
treatment) appeal.

Study 4 examined whether an opportunity to reaffirm one’s social belongingness
prior to a solicitation may attenuate the positive effect of sadness on donations. A 2 (need
for belongingness: control, addressed) x 3 (donors’ emotional state: neutral, anger,
sadness) x 2 (solicitation orientation: prevention, treatment) between-subjects design was
used. Emotion manipulation was identical to study 3. In the need addressed condition,
participants wrote about a friendship they currently have and value (control condition did
not complete this task). Results revealed a significant three-way interaction (F(2, 289) =
3.26, p <.05). The control condition replicated studies 1-2. In the action addressed
condition, sad participants no longer donated more under a treatment (versus prevention)
appeal.

Collectively, this research contributes to the literatures on emotion, donation
behavior, and prosociality. The findings illustrate how negative emotion has a more
nuanced influence on donation behavior than previously thought. Finally, this research



also highlights the importance of considering how the donation behavior of consumers
may vary based on the appeal used by the charity.
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Penny for Your Preferences: Leveraging Self-Expression to Increase Prosocial
Giving

Jacqueline Rifkin, Duke University, USA
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Jonah Berger, University of Pennsylvania, USA

How can marketers motivate prosocial giving? Recently, scientists and
practitioners have begun leveraging identity to motivate prosocial behavior (e.g., Aaker
and Akutsu 2009; Gneezy et al. 2012). For example, organizations can increase prosocial
giving by appealing to people who strongly identify with the organization (i.e., donated to
them previously, Kessler and Milkman 2016) or by growing the set of people that view
an organization as linked with their identity (Arnett, German, and Hunt 2003; O’Reilly
and Chatman 1986). However, these approaches can suffer from constraints of scope
(i.e., few people may strongly identify with an organization) and implementation (i.e.,
shifting identities can be challenging and costly).



We introduce a novel approach that leverages peoples’ drive to express their
identity while resolving some prior challenges and costs. Rather than being restricted to
the set of people that already hold a strong organization-linked identity or exerting
resources to grow that set, our approach leverages any valued identity to motivate
behavior. People value the opportunity to express their identities through their choices
(Berger and Heath 2008; Escalas and Bettman 2003; LeBoeuf, Shafir, and Bayuk 2010;
Levy 1959; Tamir and Mitchell 2012); as such, we suggest that framing the act of giving
as an opportunity to express one’s self can enhance prosocial giving.

We test our theory through a technique termed dueling preferences. Rather than
simply asking people to tip or donate (i.e., a standard giving appeal; Figure 1), this
approach frames the act of giving as a choice between two categories (e.g., cats vs. dogs;
Figure 2). Thus, while giving (e.g., tipping, donating) may already be somewhat self-
expressive, we suggest that the dueling preferences frame provides an even greater
opportunity to self-express, and, consequently, leads to more frequent and greater acts of
prosocial giving. Four studies in the laboratory and field demonstrate this theory.

Study 1 (N = 88) was a field experiment conducted at a local café. We varied
whether cash-paying patrons encountered a tip jar (standard appeal condition; Figure 1)
or a cats-versus-dogs duel (Figure 2) and observed tipping behavior. As predicted,
compared to a standard tip jar, dueling preferences nearly doubled the number of
customers who tipped (Ppuet = 77.3% vs. Pstandard = 40.9%, p = .014).

Study 2 tests dueling preferences in a more controlled setting and examines
whether the results extend to donations. Online participants (N = 203) were given an
opportunity to donate to the American Red Cross, and we varied whether they were
shown a standard appeal labeled “donations” or a chocolate-versus-vanilla ice cream
duel. Participants then indicated how much of a $0.10 bonus they wanted to donate.
Consistent with Study 1, compared to the standard appeal (37.3%), dueling preferences
(57.4%) led more participants to donate (p = .004) and increased how much they donated
(Mstandard = $0.03 vs. Mpuel = $0.04, p = .032), ultimately raising 30% more money for the
Red Cross.

If our theory is correct, duels should only elicit greater prosocial giving when they
provide a greater opportunity for self-expression. Study 3 tests this prediction by
including a non-self-expressive duel. Participants (N = 172) imagined ordering a
beverage at a café. While at the register, they imagined viewing a standard appeal (single
tip jar), a pre-tested expressive duel (Duke vs. UNC), or a pre-tested non-expressive duel
(Hate vs. Love Licorice), depending on condition. Consistent with prior studies,
compared to the standard appeal (M = 3.61), the expressive duel (M =4.51) made people
more likely to tip (p = .017). Importantly, the non-expressive duel (M = 3.92) did not
boost tip likelihood relative to the standard appeal (p > .25; Figure 3). Thus, in addition to
supporting our theory, this study also casts doubt on concerns that some other aspect of
the duel format (e.g., novelty or competition)—and not self-expression—drove the key
effects.

Study 4 provides additional process evidence through both mediation and
moderation. If our theorized mechanism (self-expression) is correct, duels should only
change behavior among those who find it personally relevant. To test this, participants (N
= 136) imagined ordering a beverage at a café. While at the register, they imagined
viewing a standard appeal (single tip jar) or a cats-versus-dogs duel. After indicating their



tipping decision (yes, no), they rated how self-expressive the tipping opportunity was (3
items) and the extent to which pets are personally relevant to them. Supporting our
prediction, in addition to a main effect of appeal type (b = .93, p =.016), we found the
predicted appeal type x personal relevance interaction (b = .89, p <.001; Figure 4). The
duel increased tipping among people who rated pets as personally relevant (+1 SD; Ppuyel
= 78.8% Vvs. Pstandara = 23.1%, p < .001), but not among people who rated pets as
personally irrelevant (-1 SD; Ppuet = 27.5% Vs. Pstandard = 42.4%, p = .241).

We also found the predicted appeal type x personal relevance interaction on self-
expressiveness of the tip opportunity (b = .45, p =.017), and moderated mediation
analysis indicated that the effects on tipping were mediated by self-expressiveness and
moderated by personal relevance (index of moderated mediation = .20, 95% CI [.01,
.51]). When pets were personally relevant (+1 SD), the duel made the tipping opportunity
a greater opportunity for self-expression, which enhanced tipping (ab = .75, 95% CI [.28,
1.59]). When pets were personally irrelevant (-1 SD), however, these effects disappeared
(ab = .02, 95% CI [-.48, .48]) because the duel no longer provided greater opportunity for
self-expression and thus did not increase tipping.

Across a range of identities, duels, and giving contexts, these studies demonstrate
that dueling preferences boosts prosocial giving by providing the opportunity for self-
expression. This research contributes to the literatures on self-expression and identity
factors that influence prosocial behavior.
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Figures

Figure 1: Example of Standard Appeal

Figure 2: Example of Dueling Preferences




Figure 3: Study 3 Results
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2.6 Thy Self & Others: I Shouldn't Have to Tell You...The Implicit
Remembered Self
Individual Papers

Mindset and Political Ideology: The ID-ER Model
JaeHwan Kwon, Baylor University, USA*
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Ideology is a subject of enormous interest with theoretical, practical and policy
implications. The traditional conceptualization since the French Revolution was of
political ideology lying along a single left-right dimension. This formulation usually
contains two inter-related aspects: 1) advocating versus resisting social change and 2)
rejecting versus accepting inequality (Bobbio 1996; Jost, Federico, and Napier 2009).
Research demonstrates a stubborn and reliable negative correlation between liberalism
and conservatism (Weber and Federico 2007; Whitley 1999).

In the current research, we provide empirical evidence that an epistemic motivation
(i.e., implicit self-theory) contributes to political ideology. This is of interest because
theorists have made conflicting predictions. One account based on personal control
suggests that some individuals endorse conservatism because they perceive the world as
fixed and unvarying (i.e., entity theorists) (Kwon and Nayakankuppam 2015, 2016) and
this belief can increase a sense of personal control which has been shown to reduce
support of big government (Kay, Gaucher, Napier, Callan, and Laurin 2008). Another
possible account based on threat sensitivity, however, predicts exactly the opposite: it
suggests that individuals who view the world as constantly changing (i.e., incremental
theorists) will be more sensitive to changes because they view the world as consistently
changing and changes are uncertain and uncertainty is threatening, which will lead them
to support conservatism (Jost, Federico, and Napier 2008). These two arguments thus
make opposite predictions regarding the relationship between political ideology and
implicit self-theories. The current research addresses this ambiguity.

In Experiment 1, we attempted to provide initial evidence of the association between
implicit self-theory and political ideology. Participants’ ideology was measured by asking
their overall political orientation, social and cultural orientation, and economic
orientation (Carney, Jost, Gosling, and Potter 2008). Next, each participant’s implicit
self-theory was assessed (Levy, Stroessner, and Dweck 1998). Finally, they provided
demographic information such as age, gender, race, having a child or not, and household
income (HHI). We regressed political ideology on implicit self-theory after controlling
for the demographic variables. We found that the impact of implicit self-theory on
political ideology was significant, even after controlling for the effects of demographic
variables, suggesting that entity (incremental) theory is associated with conservatism
(liberalism) and supporting the personal control account.

In Experiment 2, we examine the causal relationship between implicit self-theory and
political ideology via the theorized underlying mechanism of personal control.
Participants were randomly assigned to a single-factor (entity vs. incremental) between-
participants design. First, participants were primed with implicit self-theories by reading



a “mock” scientific article presenting views consistent with either entity theory or
incremental theory (Dweck, Chiu, and Hong 1995). Then, they indicated their personal
control and political ideology using the same scale used in Experiment 1. A one-way
ANOVA on political orientation revealed that entity theorists indicated greater
conservative orientations than incremental theorists. In addition, a test of mediation with
1,000 bootstrapped samples revealed that personal control mediated the effect of implicit
self-theory on political orientation.

In Experiment 3, we manipulated personal control. Upon arrival, participants were
randomly assigned in a 2 (implicit self-theory: entity vs. incremental) X 3 (personal
control (PC): high vs. low vs. control condition) between-participants design. After being
primed with one of the implicit self-theory orientations, participants were asked to write a
short essay about different topics to alter their levels of personal control (Cutright,
Bettman, and Fitzsimons 2013). After then, participants indicated their political ideology.
A 2 X 3 ANOVA on political ideology yielded a significant interaction effect between
implicit self-theory and personal control (PC hereafter), along with the main effects of
implicit self-theory and of personal control. Planned analysis showed that the control PC
conditions replicated the results of Experiment 2. Among entity theorists, only those in
the low PC condition differed from the control PC condition in terms of their political
ideology: the entity—low PC condition was significantly different from the entity—high PC
condition and from the entity—control PC condition, but the entity—high PC and the
entity—control PC conditions did not differ in their political ideology, suggesting that the
“default” PC for entity theorists is a high level of control. In contrast, among incremental
theorists only the high PC condition resulted in a difference in ideology from the control
PC condition, suggesting the “default” for incremental theorists is a lower level of
personal control.

In Experiment 4, we attempted to show how the documented effect of implicit self-
theories on political ideology could be utilized in a political campaign. We constructed
four different versions of print advertisements for a political candidate differing on a 2
(advertising copy: entity vs. incremental) X 2 (political party of the candidate:
Republican vs. Democratic) between-participants factors. We aimed to temporarily prime
either self-theories using some copies in the print ads (Kwon, Seo, and Ko 2016).
Participants were randomly given only one version of the four print ads and asked
participants to indicate their attitudes toward the candidate, attitude certainty (capturing
how certain they were about their attitudes), as well as their intention to vote for the
candidate. As predicted, we found a significant interaction effect between the advertising
copy and the political party of a candidate on attitude, on attitude certainty and on the
intention to vote for the candidate, suggesting that fit between ad messages and political
affiliation of the candidate increases persuasion.

The current research provides empirical evidence that an individual’s implicit self-
theory orientation influence his/her perception about personal control, which, in turn,
decides his/her political ideology.

REFERENCES

Bobbio, N. (1996). Left and right. Cambridge, UI: Polity.



Carney, D. R., Jost, J. T., Gosling, S. D., & Potter, J. (2008). The secret lives of liberals
and conservatives: Personality profiles, interaction styles, and the things they
leave behind. Political Psychology, 29(6), 807-840.

Cutright, K. M., Bettman, J. R., & Fitzsimons, G. J. (2013). Putting brands in their place:
how a lack of control keeps brands contained. Journal of Marketing
Research, 50(3), 365-377.

Dweck, C. S., Chiu, C. Y., & Hong, Y. Y. (1995). Implicit theories and their role in
judgments and reactions: A word from two perspectives. Psychological
Inquiry, 6(4), 267-285.

Jost, J. T., Federico, C. M., & Napier, J. L. (2009). Political ideology: Its structure,
functions, and elective affinities. Annual Review of Psychology, 60, 307-337.

Kay, A. C., Gaucher, D., Napier, J. L., Callan, M. J., & Laurin, K. (2008). God and the
government: testing a compensatory control mechanism for the support of
external systems. Journal of Personality and Social Psychology, 95(1), 18-35.

Kwon, J., & Nayakankuppam, D. (2015). Strength without elaboration: The role of
implicit self-theories in forming and accessing attitudes. Journal of Consumer
Research, 42(2), 316-339.

Kwon, J., & Nayakankuppam, D. (2016). Two Different Views on the World Around Us:
The World of Uniformity versus Diversity. PloS One, 11(12), e0168589.

Kwon, J., Seo, Y., & Ko, D. (2016). Effective luxury-brand advertising: The ES—IF
matching (Entity—Symbolic versus Incremental-Functional) model. Journal of
Advertising, 45(4), 459-471.

Levy, S. R., Stroessner, S. J., & Dweck, C. S. (1998). Stereotype formation and
endorsement: The role of implicit theories. Journal of Personality and Social
Psychology, 74(6), 1421-1436.

Weber, C., & Federico, C. M. (2007). Interpersonal attachment and patterns of
ideological belief. Political Psychology, 28(4), 389-416.

Whitley Jr, B. E. (1999). Right-wing authoritarianism, social dominance orientation, and
prejudice. Journal of Personality and Social Psychology, 77(1), 126-134.

Effects of Implicit Theories on Customers’ Satisfaction with Service Recovery: The
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Service recovery (i.e., the actions that firms take to mitigate or rectify the failures
during service) is crucial for marketers as occasional mistakes are inevitable (Johnston and
Hewa 1997). A well-executed service recovery enhances customers’ overall-satisfaction and
repatronage intention, while a poor recovery might dissolve buyer-seller relationship (Kelley
et al. 1993; Smith and Bolton 2002). A key predictor of customers’ evaluations of firms’
recovery efforts is perceived justice or the extent to which they feel being treated fairly (Tax,
Brwon, and Chandrashekaran 1998). Perceived justice has three dimensions: distributive
justice (DJ: the outcome of the recovery), procedural justice (PJ: the policies to handle the
failure), and interactive justice (1J: the attitude and manners of employees during the



recovery). While an ideal service recovery can have high quality of all three dimensions, such
a “perfect” recovery might be too costly and not necessary (as we show in this research).

Past research suggests that customizing service delivery, rather than using a one-size-
fits-all approach, is a better strategy (Lee and Lim 2010). Similarly, fitting recovery efforts to
customer characteristics, rather than offering a uniform recovery to all customers, might yield
a more positive outcome. In this research, we propose and test how customers’ implicit
theories about the stability or malleability of personal traits (Chiu, Hong and Dweck 1997;
Dweck, Chiu and Hong 1995) impact the efficacy of service recovery efforts. Specifically,
we argue that incremental theorists, who believe personal attributes are malleable and pay
more attention to the process to achieve the outcome, will value higher level of interactive
justice or the process of how recovery is delivered more. In contrast, we expect that
improving interactive justice will be less effective for entity theorists, who assume personal
attributes are fixed and value the process and efforts less. Furthermore, we expect that higher
level of interactive justice will show spillover effects on incremental (vs. entity) theorists’
evaluation of the recovery outcome as they view efforts as the process of improving and
value it more (Murphy and Dweck 2016).

Study 1 provided preliminary evidence that customers’ implicit theories influenced
their focus of three different justices of service recovery. Participants first read a scenario of
flight delay. Next, they were presented with six recovery initiatives (two relating to DJ, PJ,
and IJ respectively) from the company and asked to allocate relative importance to each of
them, with the total sum added up to 100. Participants’ implicit theories were measured using
an 8-item scale (Levy, Stroessner and Dweck 1998). Regression analysis showed that
incremental theory predicted higher importance of IJ (f=.36, #(59)=3.00, p<.01) and lower
importance of DJ (p=-.37, #(59)=3.05, p<.01). However, the importance of PJ was not
affected by participants’ implicit theories (p=.45). This might be because PJ has a mixture of
outcome (e.g., timeliness) and process (e.g., policies) dimensions of the recovery practices,
thus in this research, we chose to focus on DJ and 1J as they map more directly onto the
outcome and process aspects of service recovery.

Study 2 aims to examine how customers’ implicit beliefs impact the effectiveness of 1J
in service recovery. A 2 (1J: high vs. low) x 2 (implicit theories: entity vs. incremental) mixed
design is adopted. Participants first read a flight cancellation scenario, and then were either
told that the employee treated them with respect and care (high 1J) or in a rude and careless
manner (low 1J). In both scenarios, participants were told that they were given good
compensation (i.e., high DJ). Participants’ overall satisfaction, repatronage intention, and
extent to which they focused on outcome or process were measured. Next, they completed
the same implicit theories measure. Results revealed a significant IJ x implicit theories
interaction effect on overall satisfaction (F(1,331)=8.06, p<.01) and repatronage intention
(F(1,331)=4.73, p=.03). Specifically, although no difference was found in low 1J condition,
high IJ enhanced incremental (vs. entity) theorists’ satisfaction (Mincrementa=6.44, Mentity=5.82;
F(1,160)=11.43, p<.01) and repatronage intention (Mincrementar=5.73, Mentity=5.27;
F(1,160)=4.47, p=.03) more. Furthermore, moderated mediation analysis (Process Model 15,
Hayes 2013) with implicit theories as [V, outcome-process focus as mediator, 1J conditions as
moderator, and recovery satisfaction as DV, demonstrated the mediating effect of focusing on
outcome versus process was significant ( b=.08, SE =.05, CI = (.01, .19)).

Study 3 aims to replicate the findings observed in study 2 when 1) participants’
implicit theories were primed and 2) no resolution was given for the service failure (i.e.,



low DJ instead of high DJ in study 2). A 2 (1J: high vs. low) x 2 (implicit theories: entity
vs. incremental) between-subjects design was used. The procedures were similar to those
used in study 2, except that participants completed the implicit theory priming task first
(Hong et al. 1999) and they were not given compensation for flight cancellation (i.e., high
DJ). Results revealed a significant IJ x implicit theories interaction effect on satisfaction
(F(1,386)=8.06, p< .05) and repatronage intention (F(1,386)=4.73, p<.03). Specifically,
higher level of 1J enhanced incremental (vs. entity) theorists’ satisfaction
(Mincrementa=4.63, Mentiy=3.89; F(1,191)=9.14, p<.01) and repatronage intention
(Mincrementa=4.16, Meniy=3.58; F(1,191)=7.49, p=.03) more, while no difference was
found in low 1J condition. More importantly, we found that high IJ buffered the negative
impact of not being given a solution (i.e., low DJ) on incremental theorists, as
incremental (vs. entity) theorists perceived a higher level of DJ (Mincrementai=3.40,
Meniity=2.79; F(1,191)=6.91, p<.01) in high IJ condition, while no difference was found in
low 1J condition.

Our research demonstrates that implicit theories play an important role in determining
how customers evaluate service recovery. Specifically, we found that for incremental
theorists, not only does high interactive justice enhance the value of an appealing recovery
solution, it also buffers the negative impact of an unappealing recovery practice. Not such
enhancing/buffering effect was observed for entity theorists. To the best of our knowledge,
this is the first study that examines how individual implicit theories impacts customers’
satisfaction with service recovery efforts. Managerially, our findings have direct marketing
implications for service providers to better allocate their limited resources and design more
effective recovery strategies.
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Research has found that memories of special experiences (e.g. vacations,
weddings) can be viewed as assets because of their importance for self-definition (Elster
and Loewenstein 1992), and consumers often protect such memories in order to
safeguard them from contamination by avoiding repetitions of the experience
(Zauberman, Ratner, and Kim 2009). For example, it was found that following a special
resort vacation with friends, participants did not want to return the resort for a work
conference.

Our research aims to expand the memory protection literature in three specific
ways. One, we suggest that consumers do not avoid all repetitions of special experiences,
but only avoid non-special repetitions. We argue that consumers avoid repeating a special
experience under ordinary, but not special circumstances (e.g. will not return to the resort
for a work trip but will return for an anniversary trip). In other words, the type of
interference cue (special versus non-special) moderates memory protection such that only
non-special cues trigger memory protection.

Two, we explore the process underlying memory protection and find
contamination of a special memory by a non-special cue is perceived as a self-concept
threat, leading consumers to avoid this type of contamination. Memories of special
experiences are more important for self-definition than are memories of non-special
experiences, thus special memories are strongly linked to the self-concept (Belk 1988).
We suggest that contaminating a special memory with a non-special cue devalues the
memory (by making it seem less special), and consequently also devalues the self, by
making the individual feel as though they are less special. This threat to the self-concept
triggers the desire to protect the memory and results in avoidance of repeating the
experience.

Third, we expand current theorizing on how memories can be contaminated by
documenting that marketing communications can be perceived as non-special cues, and
make the advertised brand seem less special, thereby making an individual consumer’s
own personal experience seem less special. This reduction in the specialness has
significant negative downstream implications for brand attitudes (less special = less
favorable attitudes). These are especially intriguing findings since they suggest that
memory contamination and protection may be far more pervasive than originally



envisioned, and also because they point to a specialness-contamination tradeoff for
marketers.

Study 1 was conducted with 28 participants recruited via an online sample.
Participants described a special dinner they had experienced and then rated their
likelihood of going back to the same restaurant for another special versus ordinary
occasion and likelihood of going back with a different person if it was for a special versus
ordinary occasion.

A repeated measures analysis revealed that participants were more likely to return
to the restaurant when the follow-up experience was special (Mpecia=6.00) than when it
was ordinary (Mordinar=4.82; F(1,27)=12.49, p<.01). Further, even when going back with
a different person, participants were more likely to return when the follow-up experience
was special (Mpeciar=5.29) than when it was ordinary (Mordina=4.54; F(1,27)=6.72,
p<.05).

Study 2 utilized a 2(initial: special vs. non-special) x 2(follow-up: special versus
non-special) mixed design in which the initial (follow up) experience was a between
(within) subjects factor. 141 undergraduates imagined going to dinner for a special or
ordinary occasion and then rated their likelihood of going back to the restaurant for
another special versus ordinary dinner.

An ANOVA revealed a significant interaction between the specialness of the
initial and follow-up experiences on willingness to return to the restaurant
(F(1,139)=56.84, p<.001). Following a special experience, participants were more likely
to return when the follow-up experience was special (Mspeciar =6.52) than when it was
ordinary (Mordinan=5.68; F(1,70)=66.60, p< .001).

Study 3 utilized a 2(initial: special versus non-special) x 2(experience: special
versus non-special) between-subjects design. 192 undergraduate students imagined going
out to dinner for either a special or ordinary occasion and were told they had worn a new
item of clothing that was described to them. Participants then imagined a follow-up
scenario (special vs. non-special) at which they again wore the clothing item and then
reported attitudes towards the item.

An ANOVA revealed a significant interaction between the initial and follow-up
conditions (F (1,111)=6.71;p=.01). Following a special experience, attitudes were more
positive when subsequently worn to another special event (Minital_special_followup_special=6.11)
than an ordinary (Minital_special_followup_ordinary =5.18; F(1,113)=9.36; p<.01).

Study 4 used an online sample of 192 participants and utilized a 2(initial: special
vs. non-special) x 2(follow-up: special vs. non-special) between-subjects design. The
initial and follow-up scenarios were similar to those used in study 3. In order to explore
the underlying process, participants reported perceptions of a self-concept threat after
reading the follow-up scenario.

An ANOVA revealed a significant interaction between the initial condition and
the follow-up condition on perceptions of self-concept threat (F(1,188)=4.38; p<.05) and
on evaluations of the restaurant (F(1,188)=2.74; p=.10). Participants in the non-special
follow-up condition felt more threatened (Minital_special_followup_nonspecia=4.59) than those in
the special follow-up condition (Minital_special_followup_special=5.15; F(1,188)=4.16; p<.05) and
evaluated Firefly more positively (Minital_special_followup_special=5.83) than those in the non-
special follow-up condition (A/[inital_special_followup_nonspecial=5 1 9, F( 1 . 1 88): 10.1 7, p<0 1 )
Mediation analysis using the PROCESS SPSS macro (Model 7; Preacher and Hayes



2004) with specialness of the follow-up as the 1V, of the initial condition as the
moderator, threat as the mediator, and satisfaction as the DV provided support for
moderated mediation (95% CI=.0123 to .2830).

Study 5 utilized a 2(initial: special vs. non-special) x 2(control vs. ad) between
subjects design. 135 undergraduates imagined either a special or ordinary dinner, and
were then either shown an ad for the restaurant before filling out the dependent measures
or taken directly to the dependent measures (control condition). The main dependent
measures were perceptions of how special the dinner was and evaluations of the
restaurant.

An ANOVA revealed a significant interaction between the initial experience and
marketing communication on specialness perceptions (F(1,131)=3.82; p=.05) and
attitudes (F(1,131)=4.41; p<.05). Following a special experience, participants in the
control condition perceived their experience as more special (Mcontrol = 6.28) than those
who had viewed an ad (M.¢=5.63; F(1,131)=6.52; p<.05), and had more positive attitudes
(Mcontro=6.36) than those who viewed the ad (M.1=5.74; F(1,131)=7.49; p<.01).
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Do All Consumers Embrace Fluency? How Neuroticism Influences Advertising
Fluency Effects

Kevin Newman, Providence College, USA

Scott Wright, Providence College, USA*

Marketers employ tactics to enhance the “fluency” or subjective ease by which
consumers process information (e.g., repetition, rhyming, etc.). Despite an extensive
body of literature on fluency effects, and its importance to marketers as a strategic tool,
scholars have not examined whether consumers process fluent information differently
based on personality traits.

We specifically identify neuroticism as a personality trait that may impact fluency
effects. Extant research indicates that processing ease (i.e., fluency) generates an
affective reaction that is hedonically pleasant (e.g., Winkielman & Cacioppo, 2001).
Research shows that those with lower levels of neuroticism demonstrate an approach-
oriented motivation toward positive affect (Elliot & Thrash, 2002), whereas those with



higher levels of neuroticism generate more negative affect (e.g., Larsen & Ketelaar,

1991) and are also less likely to express, experience, or savor positive emotions and
experiences (Bryant, 2003; Gross & John, 2003). Combing these two streams of
literature, we propose an inverse relationship between fluency effects and neuroticism.
Specifically, we propose that consumers low (high) in neuroticism are more (less) likely
to become involved with, and responsive to, highly fluent marketing messages given their
motivation to approach (inhibit) the positive affective state generated by fluency.

Study 1

For Study 1, we seek to demonstrate an inverse relationship between neuroticism
on the tendency to approach fluent information. US adults (N = 226) were recruited via
MTurk, randomly assigned to evaluate one of six advertisements pretested to vary
according to fluency, in a six group, between-subjects design. Across conditions, the
advertisement content remained the same, but the high (low) fluency advertisements were
presented in one of three, easy-to-read (difficult-to-read) fonts (Chang, 2013; Park, Herr,
& Kim, 2015). Next, participants indicated the extent to which they approached the ad
and then completed an eight-item measure of neuroticism (o =.91; John & Srivastava,
1999).
Results

Hierarchal regression analysis revealed a main effect of processing fluency (f =
.29, p = .01) that was qualified by the expected two-way interaction between processing
fluency and neuroticism (f =-.22, p =.05). According to a J-N analysis, the value of
neuroticism at which our approach measure was no longer significantly different across
the fluency conditions was equal to 3.02. Thus, consistent with our prediction, for
consumers low in neuroticism (below 3.02), we observed a positive main effect of
processing fluency on approach tendencies. Conversely, for consumer high in
neuroticism (above 3.02), processing fluency had no effect on approach tendencies.

Study 2

For Study 2, we seek to demonstrate the downstream consequences of the
observed approach-oriented tendency found in Study 1 on message persuasiveness while
demonstrating process evidence via involvement. US adults (N = 276) were recruited
using MTurk, randomly assigned to a processing fluency condition (low vs. high), and
reviewed an advertisement for an HDTV. Similar to Study 1, the description was
presented in either an easy to read, or difficult to read, font. After reviewing the
advertisement, participants indicated their intentions to purchase the product, their level
of involvement when reviewing the advertisement, perceptual fluency, and their level of
neuroticism (John & Srivastava, 1999; a =.70).
Results

Hierarchical regression analysis revealed the expected main effect of processing
fluency (S = .48, p <.001) that was qualified by the expected two-way interaction
between processing fluency and neuroticism (f = -.37, p = .04; see Figure 1). According
to a J-N analysis, consistent with our hypothesis, we observed a positive main effect of
processing fluency on purchase intentions for consumers low in neuroticism (below
4.61). Conversely, for consumer high in neuroticism (above 4.61), processing fluency had
no effect on purchase intentions. As hypothesized, using Model 8 of the PROCESS



macro (Hayes, 2013), involvement mediated the interactive effect of fluency and
neuroticism on intentions to purchase the product for low neurotics (95% CI: .04, .21; see
Figure 2), but not for high neurotics (95% CI: -.002, .09).

Study 3

For Study 3, we seek to extend earlier findings by using geography as a proxy for
neuroticism. US adults (N = 112) were recruited via MTurk, randomly assigned to review
an advertisement for a laptop facing inward, toward the center of an advertisement (high
fluency), or outward toward the edge of the advertisement (low fluency) (see Leonhardt,
Catlin, and Pirouz, 2015). Only participants from Georgia (low neuroticism state) and
Massachusetts (high neuroticism state) were recruited to participate as residents of these
two states typically differ in their levels of neuroticism (Rentfrow et al., 2013). After
reviewing the advertisement, participant indicated their purchase intentions and product
attitudes before completing the trait neuroticism scale (John & Srivastava, 1999; o = .91).
Results

As predicted, participants living in Georgia reported significantly lower levels of
neuroticism than participants living in Massachusetts based on the neuroticism scale
(MGeorgia=2.29 vs. Mmass= 2.83, p =.005).

A two-way ANOVA on purchase intentions revealed a marginally significant
main effect of neuroticism (p = .09) that was qualified by the same two-way interaction
effect demonstrated in Studies 1 and 2 between neuroticism and advertising fluency (p
=.02; see Figure 3). As predicted, for those participants living in the low neuroticism
region (i.e., Georgia), there was a significant difference between the high (vs. low)
fluency condition (Muigh = 3.36 vs. M1ow = 4.02; p = .01). That is, those participants
living in the low neuroticism region reported greater purchase intentions when exposed to
the high fluency advertisement. However, for those participants living in the high
neuroticism region (i.e., Massachusetts), advertisement fluency had no significant effect
on purchase intentions (Mzow = 3.46 vs. Myien = 3.30; p = .53). The same pattern of
results was observed for product attitudes.

Discussion
These findings show that those low (but not high) in neuroticism tend to approach
fluent information (Study 1). This approach tendency, which influences message
persuasiveness via message involvement (Study 2), can readily enhance marketing
segmentation strategies (e.g., geography) (Study 3). Overall, these findings stand in stark
contrast with an expansive literature that repeatedly demonstrates positive consumer
responses to fluent information (see Schwarz, 2004).
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Figure 1

Study 2: Purchase intentions as a function of advertisement fluency and neuroticism
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Figure 3
Study 3: Purchase intentions and product attitude as a function of advertisement fluency

and neuroticism
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Session 3

3.1 A New Look into Ecological and Emotional Influence on Prosocial
Behavior
Symposium

Paper #1: Tightening the Purse Strings: Population Density Dampens Generosity
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nykim@rhsmith.umd.edu)

Paper #3: Empathy Reduces Donations to the Needy

Broderick Turner® (Northwestern University,
broderick.turner@kellogg.northwestern.edu )Aparna A. Labroo (Northwestern
University, a-labroo@kellogg.northwestern.edu)

Paper #4: Advance Gratitude Expressions as a Prosocial Appeal

Leandro Galli* (London School of Economics and London Business School, UK,
leandro.galli.11@mail.wbs.ac.uk), Katherine White (University of British Columbia,
Canada, katherine.white@sauder.ubc.ca), Piotr Winkielman (University of Warwick and
UCSD, piotr@ucsd.edu), Hongwei He (University of Manchester,
hongwei.he@manchester.ac.uk)

* denotes presenting author

SESSION OVERVIEW

What motivates consumers’ prosocial behaviors such as helping and donations? In
this session, we provide novel research from four papers that explore two perspectives
around prosocial behaviors: the ecological factors that shift people’s helping behaviors
and the emotional factors that shape people’s helping behaviors. By examining the
motivations for prosocial behaviors from both the macro and micro perspectives, this
session can open new avenues for research on prosocial behavior. Taken together, the
papers present compelling findings from experiments, panel data, and field studies that
speak to novel ways of motivating consumers to engage in prosocial behaviors.

The first two papers examine how ecological factors influence prosocial
behaviors. The paper by Sternisko and Alter investigates whether population density
affects people’s donation behaviors. The findings from both experiment and second hand
data across the entire United States showed that population density diminishes donation
behaviors. The second paper by Wang, Li, Kirmani and Kim explores another ecological



factor: residential mobility. They predict that high residential mobility should increase
people’s openness to new people and new experiences and such broad mindset would
promote prosocial behaviors. The results from national panel data along with experiments
and field study revealed that high residential mobility increases prosocial behaviors,
especially towards distant recipients.

The final two papers examine how emotional factors influence prosocial
behaviors. The paper by Turner and Labroo examines the emotion of empathy. They
propose a novel hypothesis that empathy can backfire and reduce donations to needy
victims. Four experiments demonstrate that making empathy salient decreases people’s
donations to needy victims because empathizing with such victims involves taking their
perspective which is threatening to the donors. The final paper by Galli, White,
Winkielman and He examines gratitude as another type of emotion and proposes that an
“advance gratitude expression” can significantly increase prosocial behaviors by
activating a sense of moral awareness. Four experiments demonstrate this effect and also
test three theoretically relevant moderators that further test the mechanism.

In conclusion, this set of papers examines how a macro perspective such as
ecological factors and a micro perspective such as emotional factors can affect prosocial
behaviors. Each paper includes a complete set of experiments and provides process
evidence that can stimulate new research ideas and provide practical insights about
prosocial behavior promotion. This session will appeal to a wide range of audiences
interested in prosocial behaviors, donations, ecological influence, morality, and emotions.

Tightening the Purse Strings: Population Density Dampens Generosity
Anni Sternisko*, New York University, New York City, USA
Adam Alter, New York University, New York City, USA

Short Abstract

Over the past six decades, the number of people per square mile in the U.S. has
nearly doubled. Two studies investigated the implications of this development for
generosity. In Study 1, participants who thought about a dense environment intended to
donate less to a charity than did participants who thought about a sparse environment. In
Study 2, we collected U.S. zip code-level donation data and found that the percentage of
household income donated declined with rising population density. Findings in both
studies hold when adjusting for a range of other factors, suggesting a strong relationship
between density and generosity.

Extended Abstract

Over the past decades, millions of people have emigrated from rural areas to the
world’s cities. Thirty-three of those cities now house more than 50,000 residents per
square mile, and 50 world cities contain more than five million inhabitants (United
Nations Department of Economic and Social Affairs, 2014). Whereas in 1950 less than
one third of the world’s population resided in urban areas, today around half of the
world’s population is urban (United Nations Department of Economic and Social Affairs,
2014). This trend will most likely continue and researchers expect that in 2050, around
two third of the world’s population will live in urban areas (United Nations Department



of Economic and Social Affairs, 2014). In addition, the overall population density of
most countries steadily increases. For instance, within the last six decades, the number of
people per square mile has nearly doubled in the U.S. (Worldbank, 2016).

What does this rise in density mean for us as a society? One effect may be that
population density shapes helping behavior and generosity. In fact, research has
demonstrated that people in a dense environment are less likely to help colleague students
with an art project (Bickman et al., 1973), to participate in a door-to-door interview
(Davis, 1973), or to give a stranger change for a quarter (Levine, Martinez, Brase, &
Sorenson, 1994).

However, unsound methodologies call these results into question. For instance,
comparing the likelihood of helping behavior between high and low dense environments,
Bickman et al. (1973) adopted Milgram’s (1969) lost letter paradigm and dispersed
stamped and addressed letters in student dormitories that varied in density. As a
measurement of helping behavior, the researchers recorded how many letters were picked
up and mailed. Whereas educational level of the participants was hold fairly constant
across dormitories, the study did not account for socio-economic status of the students or
for self-selection.

In an effort to address such methodological shortcomings, we sought to replicate
past work with a cleaner paradigm. We present one experimental and one archival study
to investigate the relationship between population density and generosity, as a form of
helping behavior. In study 1, we examined whether people donate to charity as a function
of population density. We recruited 100 participants on Amazon Mechanical Turk and
manipulated density using an imagination task. Participants in the low density condition
thought and wrote about a time when there were people nearby but they felt as though
they had plenty of personal space (low density condition); those in the high density
condition thought and wrote about a time when there were people nearby, and they did
not have much personal space. After completing an unrelated task, participants learned
that they were entered into a draw to win a $50 Amazon gift voucher. As a measurement
of generosity, participants had the opportunity to commit to donating some or that entire
amount to a charity of their choice if they happen to win the lottery. We found that
participants in the high density condition committed to significantly lower donations (M
= $3.68, SD = $0.85) than participants in the low density condition (M = $12.08, SD =$
2.02), suggesting that population density diminishes giving behavior. These results held
when we controlled for participants’ moods and the number of people they imagined.

Though Study 1 established a basic relationship between density and giving, we
sought to replicate this result in an ecologically valid context. Accordingly, in Study 2 we
collected U.S. zip code-level donation data from the Chronicle of Philanthropy. For each
zip code, we recorded population density (predictor variable), the proportion of income
donated by the average household (criterion variable), whether the zip code was
predominantly urban or rural, average household income, population size, and several
demographic characteristics that have been shown to influence giving (education level,
race and ethnicity make-up, and age breakdown). We regressed the proportion of income
donated to charities on zip population density, controlling for the remaining factors, and
found that people in more sparsely populated zip codes donated a greater proportion of
their income,  =.03, 7 (24,862) = 4.97, p <.0001. The result held when we conducted a



series of robustness checks and eliminated outliers on both the predictor and criterion
variables.

Using complementing methods, we demonstrated that population density
consistently attenuated generous behavior. To our knowledge, Study 1 is the first attempt
to experimentally investigate the effects of population density on generosity and provides
unique support for the existence of a causal relationship. Study 2 replicates the result in
an ecologically-valid real-world setting that captures data across the entire United States.
Our findings offer important directions for future research examining the implications of
geopolitical trends on social behavior.

How Residential Mobility Influences Prosocial Behaviors
Yajin Wang* (University of Maryland)
Xiaolin Li (University of Texas, Dallas)
Amna Kirmani (University of Maryland)
Nicole Kim (University of Maryland)

Short Abstract

With globalization, geographical relocation has become an essential part of life
in many parts of the world. How does moving affect people’s psychology and behavior?
The present research examines the relationship between residential mobility and prosocial
behaviors. Previous literature in sociology and psychology has demonstrated that high
residential mobility is often negatively associated with prosocial behaviors such as high
crime rates and low pro-community actions. This research challenges this finding and
proposes a novel prediction that high residential mobility can increase prosocial
behaviors, especially towards distant recipients. The results from national panel data, lab
experiments, and field studies demonstrate that residential mobility increases donations
and helping behaviors towards distant recipients.

Extended Abstract

With globalization, geographical relocation has become an essential part of life
in many parts of the world. How does the experience and mindset of residential mobility
impact prosocial behaviors? Previous literature in sociology and psychology has
demonstrated that residential mobility is often negatively associated with prosocial
behaviors such as high crime rates and low pro-community actions. We present evidence
that high (vs. low) residential mobility can positively impact prosocial behaviors. In
particular, we argue that residential mobility increases openness to new experiences,
which impacts one’s helping behaviors towards distant others. While it is natural to want
to help those who are close and similar to us (Batson and Powell 2003), not everyone is
motivated to help distant others. Moving to new geographical locations implies exposure
to different cultures and experiences, as well as relationships with new people. We argue
that such an open mindset from residential mobility increases prosocial behavior toward
distant others.

In Study 1, we used national panel data (China Family Panel Studies 2010,
N=29,553) to investigate the effect of residential mobility on donation values toward
close vs. distant beneficiaries in an ecologically valid context. The panel data recorded



the amounts of respondents’ donations given to victims of the severe earthquake in
Sichuan Province in 2008 (Wenchuan Earthquake). We used an item asking the current
residence of respondents as a measure of distance between the respondents and the
donation beneficiaries. Respondents who currently lived in Sichuan Province were coded
as close since the earthquake occurred in their home town province, and respondents who
currently lived in other provinces were coded as distant. After controlling for age, gender,
annual family income, and the total value of donations to any institutions in the same
fiscal year, the results showed that people who had moved (vs. never moved) donated
significantly more to the earthquake when they were distant (f = 0.22,p < 0.01);
however, when the beneficiary was close, residential mobility did not affect the donation
amount.

Study 2 aimed to establish the causal relationship between residential mobility
and prosocial behaviors in a controlled lab setting. Participants from a large university in
North American participated this study with a 2 (residential mobility: mobile vs. stable)
X 2 (donation beneficiary: close vs. distant) between-subjects design. Residential
mobility was manipulated using a mobility mindset priming task (adapted from Lun,
Oishi and Tenney 2011), where participants imagined being offered a new job that either
required moving to a different location every year (mobile) or living in one area for ten
years (stable). Next, participants were introduced to a campaign helping hungry children
either in their home state (close) or in another state with similar size and population
(distant). Then participants were asked to indicate how likely they would be to donate to
the campaign. The results replicated Study 1 and confirmed our prediction that for hungry
children in a distant state, participants were more likely to donate when they were primed
with a mobile mindset compared to a stable mindset (M=4.74 vs. 3.68, F(1,139)=6.03,
p=-015). However, mobility did not impact donation likelihood when the beneficiary was
close.

The purpose of Study 3 was to investigate the underlying process that drives the
effect of residential mobility on prosocial behavior toward distant others. We argue that
the experience or prospect of experiencing different locations and building new
relationships increases openness to new experiences. It follows that while people are
open to aiding close others’ needs regardless of residential mobility, being more open-
minded from residential changes impacts how people respond to distant others’ needs.
We test this prediction in Study 3. The study employed a 2 (residential mobility: mobile
vs. stable) X 2 (donation beneficiary: close vs. distant) mixed-design. The same priming
task was used to manipulate residential mobility. After the priming task, participants were
asked to indicate their attitude toward engaging in several consumption behaviors,
including two focal items: an item measuring helping toward close others (“‘donate used
items/clothes to a charitable organization to help local families in need”) and an item
measuring helping toward distant others (“buy a product that donates part of its profits to
a charitable organization helping refugee families in a foreign country” (adapted from
Cavanaugh et al. 2015). Next, participants answered a series of personality measures,
among which three items measured openness to new experiences (adapted from John and
Srivastava, 1999; a =.80). Consistent with prior studies, the results showed that mobile-
primed participants had a greater likelihood of helping distant others compared to stable-
primed participants (M=5.79 vs. 5.28, F(1,177)=6.52, p=.012). There was no difference
when the beneficiary was close others. A moderated mediation analysis confirmed that



openness mediated the effect of mobility on helping distant others (b=-.1497, SE=.08, CI:
[-.3423, -.0209]), but not close others.

Finally, we conducted a field study to test if residential mobility affected real
prosocial behaviors. Specifically, we coordinated with a national charity foundation,
inviting 10,000 students in Shanghai to “Donate Voice,” in which donors commit to
spending time recording audio books for blind children. In the close beneficiary
condition, the message was presented as a campaign for blind children in Shanghai. The
distant beneficiary condition was presented as a campaign for blind children in Xizang,
which is different from Shanghai in geographical location, economy, and culture.
Students who signed up for donations were directed to a subsequent survey in which they
were asked to report their residential history and how much time they were willing to
donate. Results revealed that for students who signed up to donate, those with higher (vs.
lower) residential mobility were willing to donate more time to blind children in Xizang
(8 = 1.40,p < 0.01). Again, there was no impact of residential mobility on blind
children in Shanghai.

In conclusion, this research makes a novel contribution by demonstrating how
residential mobility affects prosocial behaviors, especially towards distant others using
national panel data, experiments, and field study.

Empathy Reduces Donations to the Needy
Broderick Turner®, Northwestern University
Aparna A. Labroo, Northwestern University

Short Abstract

The disadvantaged, destitute, and needy are perceived as low in competence and
warmth (Fiske et al. 2002). Consideration of members of such social groups is known to
evoke disgust. We show that as a result, people do not like to empathize with such
victims. Four studies show that people donate to the needy because they think they
should, and making empathy salient can backfire and reduce donations to such victims.

Extended Abstract

Charitable giving is big business. For example, in 2016 Americans donated $390
billion to various causes. About 72% of these donations were made by individuals
(Giving USA 2017). In general, people give when they become aware of the needs of
others, consider the cause worthy, and want to make a difference. Two motivations —
egoistic and altruistic — determine why people give (Batson et al. 1983; Bettancourt 1990;
Cialdini et al. 1997). Ego needs arise when seeing the suffering of others evokes negative
feelings or guilt and giving makes people feel better about the self. Altruistic needs arise
when seeing suffering of others increases concern for welfare of the victim. Both these
views imply that highlighting economic and psychological benefits rather than the costs
of giving, for instance by evoking empathy for a needy victim, will increase giving.
Charities follow this advice, highlighting needs of the neediest. But interestingly, only
4% of all donations are received by the neediest (Cryder, Botti, and Simonyan 2017).

We posit that evoking empathy for needy victims can backfire. People give to the
neediest because they think they should to such victims. But the poor, weak, destitute,



and neediest are perceived as low in competence and warmth (Fiske et al. 2002), and
consideration of members of social groups who are low in competence and warmth is
known to evoke disgust and contempt. Empathizing with such victims involves taking
their perspective and feeling like the victim. Doing so can be threatening, revulsive, and
evoke disgust, because people also do not want to see themselves as needy. Making
empathy salient to donors therefore reduces giving to such victims. We test this
hypothesis in four studies.

In study 1, we presented a story of a victim killed in an accidental shooting. We
manipulated whether the victim was from a poor or middle class family and after the
description either directly asked participants if they would like to make a donation for
funeral expenses of the victim or asked how much empathy they feel for the victim and
then for a donation. The study (N = 439) thus followed a 2 (victim: needy vs. control) x 2
(empathy: baseline vs. salient) between-subjects design in which donation served as the
dependent variable. The analysis revealed only a significant interaction, F(1, 435) =8.75,
p <.003. Replicating past research, for the control (middle-class) victim, making
empathy salient (M = 60%) increased donation compared to not making it salient (M =
43%, p <.003). Importantly however, as we predicted, making empathy salient reduced
donation (M = 44%) to the needy victim compared to not making it salient (M = 57%, p <
.03). In addition, donation to the needy victim was higher than to the control victim in the
baseline condition (p < .05) but was lower than to the control victim when empathy was
salient (p <.01). Participants also reported more empathy for the needy victim after they
donated to the victim than before, but more empathy for the control victim when they
empathized first with the victim, implying that people do not empathize with the needy
and empathizing with the needy reduces donation to them.

To test whether this effect also emerges for a needy child, in study 2 we employed
a child victim “Fahad” who was shown either as highly malnourished (needy) or as
control. As in study 1, we either immediately asked for a donation or asked for the
donation after participants indicated empathy for Fahad. The results replicated study 1 —
participants were more likely to donate to the needy child when directly asked to make a
donation (80%) than after empathizing (40%, p <.01). A non-significant trend emerged
in the opposite direction for the control child (59% vs. 65%). In addition, participants
were more likely to make a donation to the needy child than the control child when
directly asked for a donation (p <.05), implying this donation was based on assessed
need to the victim. They were also more likely to make a donation to the control child
compared to the needy child when asked to empathize prior to donating (p < .05),
implying people are less likely to donate to needy victims when empathy is salient.
Interestingly, this effect was stronger among parents than non-parents, in line with the
possibility that the former group find it more threatening to empathize with the needy
child. The effect emerged with a very subtle empathy cue — just responding to a scale
asking felt empathy.

Study 3 (N = 333) tested process that participants donate to needy victims because
of deservingness rather than empathy. Using a 2 (victim: needy vs. control) x 3 (salient:
baseline vs. empathy vs. deservingness) between-subjects design, we replicated the
findings of studies 1-2 showing that participants are more likely to donate to needy
victims when directly asked to donate (96%) or when asked about deservingness prior to
making a donation (90%), compared to being first asked about empathy (84%, p’s <.05).



Donation rate to the control victim instead was highest when empathy was salient (92%)
compared to the control (82%) or deservingness (82%) conditions (p’s <.05). Donation
rates in this study were overall high because we used a sample from India and there may
be country differences, and we also employed a real bridge collapse tragedy covered
extensively by the media.

To further test process, study 4 employed framed a victim of domestic abuse as
needy or resilient and we manipulated the participant’s reliance on feelings or reasons
(Hsee et al. 2015) prior to the donation ask. As we expected, reliance on thoughts
increased donation to the needy over the resilient victim (80% vs. 59%, p <.01),
replicating studies 1-3, but reliance on feeling increased donation to the resilient over the
needy victim (65% vs. 40%, p < .05).

Taken together, these findings thus imply that people give to the needy because
they think they should. But empathizing with the needy can backfire and reduce
donations to them. Empathizing with a needy victim results in less empathy than
empathizing with a non-needy victim, this effect emerges merely indicating felt empathy
on a scale, it emerges framing the same victim as weak rather than as resilient, and it
reduces donation to the needy.
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Short Abstract

We introduce the novel concept of an “advance gratitude expression” as a prosocial
appeal and demonstrate how this can increase prosocial behaviour, by activating a sense of
moral awareness. We further elucidate upon the mechanism by examining theoretically-
relevant moderators of the effect.

Extended Abstract

Charitable organizations often find themselves struggling to attract sufficient
support and there is a pressing need to develop more effective fundraising strategies (Nesta,
2014). We introduce the novel concept of an “advance gratitude expression” (e.g., “thank
you in advance for your help...”) as a prosocial appeal and demonstrate how this can
increase prosocial behaviour, by activating a sense of moral awareness. We further
elucidate upon the mechanism by examining theoretically-relevant moderators of the
effect.

Past research finds that expressing gra